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## Part I

Rough Equations

## Chapter 1

## The Sewing Bound

The problem of interest in this book is the study of differential equations driven by irregular functions (more specifically: continuous but not differentiable). This will be achieved through the powerful and elegant theory of rough paths. A key motivation comes from stochastic differential equations driven by Brownian motion, but the goal is to develop a general theory which does not rely on probability.

This first chapter is dedicated to an elementary but fundamental tool, the Sewing Bound, that will be applied extensively throughout the book. It is a general Höldertype bound for functions of two real variables that can be understood by itself, see Theorem 1.9 below. To provide motivation, we present it as a natural a priori estimate for solutions of differential equations.

Notation. We fix a time horizon $T>0$ and two dimensions $k, d \in \mathbb{N}$. We use "path" as a synonymous of "function defined on $[0, T]$ " with values in $\mathbb{R}^{d}$. We denote by $|\cdot|$ the Euclidean norm. The space of linear maps from $\mathbb{R}^{d}$ to $\mathbb{R}^{k}$, identified by $k \times d$ real matrices, is denoted by $\mathbb{R}^{k} \otimes\left(\mathbb{R}^{d}\right)^{*} \simeq \mathbb{R}^{k \times d}$ and is equipped with the HilbertSchmidt norm $|\cdot|$ (i.e. the Euclidean norm on $\left.\mathbb{R}^{k \times d}\right)$. For $A \in \mathbb{R}^{k} \otimes\left(\mathbb{R}^{d}\right)^{*}$ and $v \in \mathbb{R}^{d}$ we have $|A v| \leqslant|A||v|$.

### 1.1. Controlled differential equation

Consider the following controlled ordinary differential equation (ODE): given a continuously differentiable path $X:[0, T] \rightarrow \mathbb{R}^{d}$ and a continuous function $\sigma: \mathbb{R}^{k} \rightarrow \mathbb{R}^{k} \otimes$ $\left(\mathbb{R}^{d}\right)^{*}$, we look for a differentiable path $Z:[0, T] \rightarrow \mathbb{R}^{k}$ such that

$$
\begin{equation*}
\dot{Z}_{t}=\sigma\left(Z_{t}\right) \dot{X}_{t}, \quad t \in[0, T] . \tag{1.1}
\end{equation*}
$$

By the fundamental theorem of calculus, this is equivalent to

$$
\begin{equation*}
Z_{t}=Z_{0}+\int_{0}^{t} \sigma\left(Z_{s}\right) \dot{X}_{s} \mathrm{~d} s, \quad t \in[0, T] . \tag{1.2}
\end{equation*}
$$

In the special case $k=d=1$ and when $\sigma(x)=\lambda x$ is linear ( with $\lambda \in \mathbb{R}$ ), we have the explicit solution $Z_{t}=z_{0} \exp \left(\lambda\left(X_{t}-X_{0}\right)\right)$, which has the interesting property of being well-defined also when $X$ is non differentiable.

For any dimensions $k, d \in \mathbb{N}$, if we assume that $\sigma(\cdot)$ is Lipschitz, classical results in the theory of ODEs guarantee that equation (1.1)-(1.2) is well-posed for any continuously differentiable path $X$, namely for any $Z_{0} \in \mathbb{R}^{k}$ there is one and only one solution $Z$ (with no explicit formula, in general).

Our aim is to extend such a well-posedness result to a setting where $X$ is continuous but not differentiable (also in cases where $\sigma(\cdot)$ may be non-linear). Of course, to this purpose it is first necessary to provide a generalized formulation of (1.1)-(1.2) where the derivative of $X$ does not appear.

### 1.2. CONTROLLED DIFFERENCE EQUATION

Let us still suppose that $X$ is continuously differentiable. We deduce by (1.1)-(1.2) that for $0 \leqslant s \leqslant t \leqslant T$

$$
\begin{equation*}
Z_{t}-Z_{s}=\sigma\left(Z_{s}\right)\left(X_{t}-X_{s}\right)+\int_{s}^{t}\left(\sigma\left(Z_{u}\right)-\sigma\left(Z_{s}\right)\right) \dot{X}_{u} \mathrm{~d} u \tag{1.3}
\end{equation*}
$$

which implies that $Z$ satisfies the following controlled difference equation:

$$
\begin{equation*}
Z_{t}-Z_{s}=\sigma\left(Z_{s}\right)\left(X_{t}-X_{s}\right)+o(t-s), \quad 0 \leqslant s \leqslant t \leqslant T \tag{1.4}
\end{equation*}
$$

because $u \mapsto \sigma\left(Z_{u}\right)$ is continuous and $u \mapsto \dot{X}_{u}$ is (continuous, hence) bounded on $[0, T]$.
Remark 1.1. (UnIFORMITY) Whenever we write $o(t-s)$, as in (1.4), we always mean uniformly for $0 \leqslant s \leqslant t \leqslant T$, i.e.

$$
\begin{equation*}
\forall \varepsilon>0 \exists \delta>0: \quad 0 \leqslant s \leqslant t \leqslant T, \quad t-s \leq \delta \quad \text { implies } \quad|o(t-s)| \leq \varepsilon(t-s) \tag{1.5}
\end{equation*}
$$

This will be implicitly assumed in the sequel.
Let us make two simple observations.

- If $X$ is continuously differentiable we deduced (1.4) from (1.1), but we can easily deduce (1.1) from (1.4): in other terms, the two equations (1.1) and (1.4) are equivalent.
- If $X$ is not continuously differentiable, equation (1.4) is still meaningful, unlike equation (1.1) which contains explicitly $\dot{X}$.
For these reasons, henceforth we focus on the difference equation (1.4), which provides a generalized formulation of the differential equation (1.1) when $X$ is continuous but not necessarily differentiable.

The problem is now to prove well-posedness for the difference equation (1.4). We are going to show that this is possible assuming a suitable Hölder regularity on $X$, but non trivial ideas are required. In this chapter we illustrate some key ideas, showing how to prove uniqueness of solutions via a priori estimates (existence of solutions will be studied in the next chapters). We start from a basic result, which ensures the continuity of solutions; more precise result will be obtained later.

Lemma 1.2. (Continuity of solutions) Let $X$ and $\sigma$ be continuous. Then any solution $Z$ of (1.4) is a continuous path, more precisely it satisfies

$$
\begin{equation*}
\left|Z_{t}-Z_{s}\right| \leqslant C\left|X_{t}-X_{s}\right|+o(t-s), \quad 0 \leqslant s \leqslant t \leqslant T \tag{1.6}
\end{equation*}
$$

for a suitable constant $C<\infty$ which depends on $Z$.

Proof. Relation (1.6) follows by (1.4) with $C:=\|\sigma(Z)\|_{\infty}=\sup _{0 \leqslant t \leqslant T}\left|\sigma\left(Z_{t}\right)\right|$, renaming $|o(t-s)|$ as $o(t-s)$. We only have to prove that $C<\infty$. Since $\sigma$ is continuous by assumption, it is enough to show that $Z$ is bounded.

Since $o(t-s)$ is uniform, see (1.5), we can fix $\bar{\delta}>0$ such that $|o(t-s)| \leqslant 1$ for all $0 \leqslant s \leqslant t \leqslant T$ with $|t-s| \leqslant \bar{\delta}$. It follows that $Z$ is bounded in any interval $[\bar{s}, \bar{t}]$ with $|\bar{t}-\bar{s}| \leqslant \bar{\delta}$, because by (1.4) we can bound

$$
\sup _{t \in[\bar{s}, \bar{t}]}\left|Z_{t}\right| \leqslant\left|Z_{\bar{s}}\right|+\left|\sigma\left(Z_{\bar{s}}\right)\right| \sup _{t \in[\bar{s}, t]}\left|X_{t}-X_{\bar{s}}\right|+1<\infty .
$$

We conclude that $Z$ is bounded in the whole interval $[0, T]$, because we can write $[0, T]$ as a finite union of intervals $[\bar{s}, \bar{t}]$ with $|\bar{t}-\bar{s}| \leqslant \bar{\delta}$.

Remark 1.3. (Counterexamples) The weaker requirement that (1.4) holds for any fixed $s \in[0, T]$ as $t \downarrow s$ is not enough for our purposes, since in this case $Z$ needs not be continuous. An easy conterexample is the following: given any continuous path $X:[0,2] \rightarrow \mathbb{R}$, we define $Z:[0,2] \rightarrow \mathbb{R}$ by

$$
Z_{t}:=\left\{\begin{array}{lll}
X_{t} & \text { if } & 0 \leqslant t<1, \\
X_{t}+1 & \text { if } & 1 \leqslant t \leqslant 2 .
\end{array}\right.
$$

Note that $Z_{t}-Z_{s}=X_{t}-X_{s}$ when either $0 \leqslant s \leqslant t<1$ or $1 \leqslant s \leqslant t \leqslant 2$, hence $Z$ satisfies the difference equation (1.4) with $\sigma(\cdot) \equiv 1$ for any fixed $s \in[0,2)$ as $t \downarrow s$, but not uniformly for $0 \leqslant s \leqslant t \leqslant 2$, since $Z$ is discontinuous at $t=1$.

For another counterexample, which is even unbounded, consider

$$
Z_{t}:=\left\{\begin{array}{lll}
\frac{1}{1-t} & \text { if } & 0 \leqslant t<1 \\
0 & \text { if } & 1 \leqslant t \leqslant 2
\end{array}\right.
$$

which satisfies (1.4) as $t \downarrow s$ for any fixed $s \in[0,2]$, for $X_{t} \equiv t$ and $\sigma(z)=z^{2}$.

### 1.3. Some useful function spaces

For $n \geqslant 1$ we define the simplex

$$
\begin{equation*}
[0, T]_{\leqslant}^{n}:=\left\{\left(t_{1}, \ldots, t_{n}\right): \quad 0 \leqslant t_{1} \leqslant \cdots \leqslant t_{n} \leqslant T\right\} \tag{1.7}
\end{equation*}
$$

(note that $\left.[0, T]^{1} \leqslant=[0, T]\right)$. We then write $C_{n}=C\left([0, T]_{\leqslant}^{n}, \mathbb{R}^{k}\right)$ as a shorthand for the space of continuous functions from $[0, T]_{\leqslant}^{n}$ to $\mathbb{R}^{k}$ :

$$
\begin{equation*}
C_{n}:=C\left([0, T]_{\leqslant}^{n}, \mathbb{R}^{k}\right):=\left\{F:[0, T]_{\leqslant}^{n} \rightarrow \mathbb{R}^{k}: F \text { is continuous }\right\} . \tag{1.8}
\end{equation*}
$$

We are going to work with functions of one $\left(f_{s}\right)$, two $\left(F_{s t}\right)$ or three ( $G_{s u t}$ ) ordered variables in $[0, T]$, hence we focus on the spaces $C_{1}, C_{2}, C_{3}$.

- On the spaces $C_{2}$ and $C_{3}$ we introduce a Hölder-like structure: given any $\eta \in(0, \infty)$, we define for $F \in C_{2}$ and $G \in C_{3}$

$$
\begin{equation*}
\|F\|_{\eta}:=\sup _{0 \leqslant s<t \leqslant T} \frac{\left|F_{s t}\right|}{(t-s)^{\eta}}, \quad\|G\|_{\eta}:=\sup _{\substack{0 \leqslant s \leqslant u \leqslant t \leqslant T \\ s<t}} \frac{\left|G_{s u t}\right|}{(t-s)^{\eta}}, \tag{1.9}
\end{equation*}
$$

and we denote by $C_{2}^{\eta}$ and $C_{3}^{\eta}$ the corresponding function spaces:

$$
\begin{equation*}
C_{2}^{\eta}:=\left\{F \in C_{2}:\|F\|_{\eta}<\infty\right\}, \quad C_{3}^{\eta}:=\left\{G \in C_{3}:\|G\|_{\eta}<\infty\right\}, \tag{1.10}
\end{equation*}
$$

which are Banach spaces endowed with the norm $\|\cdot\|_{\eta}$ (exercise).

- On the space $C_{1}$ of continuous functions $f:[0, T] \rightarrow \mathbb{R}^{k}$ we consider the usual Hölder structure. We first introduce the increment $\delta f$ by

$$
\begin{equation*}
(\delta f)_{s t}:=f_{t}-f_{s}, \quad 0 \leqslant s \leqslant t \leqslant T \tag{1.11}
\end{equation*}
$$

and note that $\delta f \in C_{2}$ for any $f \in C_{1}$. Then, for $\alpha \in(0,1]$, we define the classical space $\mathcal{C}^{\alpha}=\mathcal{C}^{\alpha}\left([0, T], \mathbb{R}^{k}\right)$ of $\alpha$-Hölder functions

$$
\begin{equation*}
\mathcal{C}^{\alpha}:=\left\{f:[0, T] \rightarrow \mathbb{R}^{k}: \quad\|\delta f\|_{\alpha}=\sup _{0 \leq s<t \leq T} \frac{\left|f_{t}-f_{s}\right|}{(t-s)^{\alpha}}<\infty\right\} \tag{1.12}
\end{equation*}
$$

(for $\alpha=1$ it is the space of Lipschitz functions). Note that $\|\delta f\|_{\alpha}$ in (1.12) is consistent with (1.11) and (1.9).

Remark 1.4. (HÖLDER SEMI-NORM) We stress that $f \mapsto\|\delta f\|_{\alpha}$ is a semi-norm on $\mathcal{C}^{\alpha}$ (it vanishes on constant functions). The standard norm on $\mathcal{C}^{\alpha}$ is

$$
\begin{equation*}
\|f\|_{\mathcal{C}^{\alpha}}:=\|f\|_{\infty}+\|\delta f\|_{\alpha} \tag{1.13}
\end{equation*}
$$

where we define the standard sup norm

$$
\begin{equation*}
\|f\|_{\infty}:=\sup _{t \in[0, T]}\left|f_{t}\right| . \tag{1.14}
\end{equation*}
$$

For $f:[0, T] \rightarrow \mathbb{R}^{k}$ we can bound $\|f\|_{\infty} \leq|f(0)|+T^{\alpha}\|\delta f\|_{\alpha}$ (see (1.39) below), hence

$$
\begin{equation*}
\|f\|_{\mathcal{C}^{\alpha}} \leq|f(0)|+\left(1+T^{\alpha}\right)\|\delta f\|_{\alpha} \tag{1.15}
\end{equation*}
$$

This explains why it is often enough to focus on the semi-norm $\|\delta f\|_{\alpha}$.
Remark 1.5. (Hölder exponents) We only consider the Hölder space $\mathcal{C}^{\alpha}$ for $\alpha \in(0,1]$ because for $\alpha>1$ the only functions in $\mathcal{C}^{\alpha}$ are constant functions (note that $\|\delta f\|_{\alpha}<\infty$ for $\alpha>1$ implies $\dot{f}_{t}=0$ for every $\left.t \in[0, T]\right)$.

On the other hand, the spaces $C_{2}^{\eta}$ and $C_{3}^{\eta}$ in (1.10) are interesting for any exponent $\eta \in(0, \infty)$. For instance, the condition $\|F\|_{\eta}<\infty$ for a function $F \in C_{2}$ means that $\left|F_{s t}\right| \leqslant C(t-s)^{\eta}$, which does not imply $F \equiv 0$ when $\eta>1$ (unless $F=\delta f$ is the increment of some function $f \in C_{1}$ ).

In our results below we will have to assume that the non-linearity $\sigma: \mathbb{R}^{k} \rightarrow$ $\mathbb{R}^{k} \otimes\left(\mathbb{R}^{d}\right)^{*}$ belongs to classes of Hölder functions, in the following sense.

Definition 1.6. Let $\gamma>0$. A function $F: \mathbb{R}^{k} \rightarrow \mathbb{R}^{N}$ is said to be globally $\gamma$-Hölder (or globally of class $\mathcal{C}^{\gamma}$ ) if

- for $\gamma \in(0,1]$ we have

$$
[F]_{\mathcal{C}^{\gamma}}:=\sup _{x, y \in \mathbb{R}^{k}, x \neq y} \frac{|F(x)-F(y)|}{|x-y|^{\gamma}}<+\infty
$$

- for $\gamma \in(n, n+1]$ and $n=\{1,2, \ldots\}, F$ is $n$ times continuously differentiable and

$$
\left[D^{(n)} F\right]_{\mathcal{C}^{\gamma}}:=\sup _{x, y \in \mathbb{R}^{k}, x \neq y} \frac{\left|D^{(n)} F(x)-D^{(n)} F(y)\right|}{|x-y|^{\gamma-n}}<+\infty
$$

where $D^{(n)}$ is the $n$-fold differential of $F$.
Moreover $F: \mathbb{R}^{k} \rightarrow \mathbb{R}^{N}$ is said to be locally $\gamma$-Hölder (or locally of class $\mathcal{C}^{\gamma}$ ) if

- for $\gamma \in(0,1]$ we have for all $R>0$

$$
\sup _{\substack{x, y \in \mathbb{R}^{k}, x \neq y \\|x|,|y| \leqslant R}} \frac{|F(x)-F(y)|}{|x-y|^{\gamma}}<+\infty
$$

- for $\gamma \in(n, n+1]$ and $n=\{1,2, \ldots\}$, $F$ is $n$ times continuously differentiable and

$$
\sup _{\substack{x, y \in \mathbb{R}^{k}, x \neq y \\|x|,|y| \leqslant R}} \frac{\left|D^{(n)} F(x)-D^{(n)} F(y)\right|}{|x-y|^{\gamma-n}}<+\infty .
$$

We stress that in the previous definition we do not assume $F$ of $D^{(n)} F$ to be bounded. The case $\gamma=1$ corresponds to the classical Lipschitz condition.

### 1.4. Local Uniqueness of solutions

We prove uniqueness of solutions for the controlled difference equation (1.4) when $X \in \mathcal{C}^{\alpha}$ is an Hölder path of exponent $\alpha>\frac{1}{2}$. For simplicity, we focus on the case when $\sigma: \mathbb{R}^{k} \rightarrow \mathbb{R}^{k} \otimes\left(\mathbb{R}^{d}\right)^{*}$ is a linear application: $\sigma \in\left(\mathbb{R}^{k} \otimes\left(\mathbb{R}^{d}\right)^{*}\right) \otimes\left(\mathbb{R}^{k}\right)^{*}$, and we write $\sigma Z$ instead of $\sigma(Z)$ (we discuss non linear $\sigma(\cdot)$ in Chapter 2).

Theorem 1.7. (Local uniqueness of solutions, linear case) Fix a path $X:[0, T] \rightarrow \mathbb{R}^{d}$ in $\mathcal{C}^{\alpha}$, with $\left.\left.\alpha \in\right] \frac{1}{2}, 1\right]$, and a linear map $\sigma: \mathbb{R}^{k} \rightarrow \mathbb{R}^{k} \otimes\left(\mathbb{R}^{d}\right)^{*}$. If $T>0$ is small enough (depending on $X, \alpha, \sigma$ ), then for any $z_{0} \in \mathbb{R}^{k}$ there is at most one path $Z:[0, T] \rightarrow \mathbb{R}^{k}$ with $Z_{0}=z_{0}$ which solves the linear controlled difference equation (1.4), that is (recalling (1.11))

$$
\begin{equation*}
\delta Z_{s t}-\left(\sigma Z_{s}\right) \delta X_{s t}=o(t-s), \quad 0 \leqslant s \leqslant t \leqslant T . \tag{1.16}
\end{equation*}
$$

Proof. Suppose that we have two paths $Z, \bar{Z}:[0, T] \rightarrow \mathbb{R}^{k}$ satisfying (1.16) with $Z_{0}=\bar{Z}_{0}$ and define $Y:=Z-\bar{Z}$. Our goal is to show that $Y=0$.

Let us introduce the function $R \in C_{2}=C\left([0, T]_{\leqslant}^{2}, \mathbb{R}^{k}\right)$ defined by

$$
\begin{equation*}
R_{s t}:=\delta Y_{s t}-\left(\sigma Y_{s}\right) \delta X_{s t}, \quad 0 \leqslant s \leqslant t \leqslant T \tag{1.17}
\end{equation*}
$$

and note that by (1.16) and linearity we have

$$
\begin{equation*}
R_{s t}=o(t-s) . \tag{1.18}
\end{equation*}
$$

Recalling (1.9), we can estimate

$$
\|\delta Y\|_{\alpha} \leqslant|\sigma|\|Y\|_{\infty}\|\delta X\|_{\alpha}+\|R\|_{\alpha}
$$

and since $R_{s t}=o(t-s)=o\left((t-s)^{\alpha}\right)$, we have $\|R\|_{\alpha}<+\infty$ and therefore $\|\delta Y\|_{\alpha}<$ $+\infty$. Since $Y_{0}=0$, we can bound

$$
\|Y\|_{\infty} \leqslant\left|Y_{0}\right|+\sup _{0 \leqslant t \leqslant T}\left|Y_{t}-Y_{0}\right| \leqslant T^{\alpha}\|\delta Y\|_{\alpha}
$$

Since $1 \leqslant T^{\alpha}(t-s)^{-\alpha}$ for $0 \leqslant s<t \leqslant T$, we can also bound

$$
\|R\|_{\alpha} \leqslant T^{\alpha}\|R\|_{2 \alpha}
$$

so that

$$
\|\delta Y\|_{\alpha} \leqslant T^{\alpha}\left(|\sigma|\|\delta Y\|_{\alpha}\|\delta X\|_{\alpha}+\|R\|_{2 \alpha}\right) .
$$

Suppose we can prove that, for some constant $C=C(X, \alpha, \sigma)<\infty$,

$$
\begin{equation*}
\|R\|_{2 \alpha} \leqslant C\|\delta Y\|_{\alpha} . \tag{1.19}
\end{equation*}
$$

Then we obtain

$$
\|\delta Y\|_{\alpha} \leqslant T^{\alpha}\left(|\sigma|\|\delta X\|_{\alpha}+C\right)\|\delta Y\|_{\alpha}
$$

If we fix $T$ small enough, so that $T^{\alpha}\left(|\sigma|\|\delta X\|_{\alpha}+C\right)<1$, we get $\|\delta Y\|_{\alpha}=0$, hence $\delta Y \equiv 0$. This means that $Y_{t}=Y_{s}$ for all $s, t \in[0, T]$, and since $Y_{0}=0$ we obtain $Y \equiv 0$, namely our goal $Z \equiv \bar{Z}$. This completes the proof assuming the estimate (1.19) (where the hypothesis $\alpha>\frac{1}{2}$ will play a key role).

To actually complete the proof of Theorem 1.7, it remains to show that the inequality (1.19) holds. This is performed in the next two sections:

- in Section 1.5 we present a fundamental estimate, the Sewing Bound, which applies to any function $R_{s t}=o(t-s)$ (recall (1.18));
- in Section 1.6 we apply the Sewing Bound to $R_{s t}$ in (1.17) and we prove the desired estimate (1.19) for $\alpha>\frac{1}{2}$ (see the assumptions of Theorem 1.7).


### 1.5. The Sewing bound

Let us fix an arbitrary function $R \in C_{2}=C\left([0, T]_{\leqslant}^{2}, \mathbb{R}^{k}\right)$ with $R_{s t}=o(t-s)$. Our goal is to bound $\left|R_{a b}\right|$ for any given $0 \leqslant a<b \leqslant T$.

We first show that we can express $R_{a b}$ via "Riemann sums" along partitions $\mathcal{P}=\left\{a=t_{0}<t_{1}<\ldots<t_{m}=b\right\}$ of $[a, b]$. These are defined by

$$
\begin{equation*}
I_{\mathcal{P}}(R):=\sum_{i=1}^{\# \mathcal{P}} R_{t_{i-1} t_{i}} \tag{1.20}
\end{equation*}
$$

where we denote by $\# \mathcal{P}:=m$ the number of intervals of the partition $\mathcal{P}$. Let us denote by $|\mathcal{P}|:=\max _{1 \leqslant i \leqslant m}\left(t_{i}-t_{i-1}\right)$ the mesh of $\mathcal{P}$.

Lemma 1.8. (Riemann sums) Given any $R \in C_{2}$ with $R_{s t}=o(t-s)$, for any $0 \leqslant$ $a<b \leqslant T$ and for any sequence $\left(\mathcal{P}_{n}\right)_{n \geqslant 0}$ of partitions of $[a, b]$ with vanishing mesh $\lim _{n \rightarrow \infty}\left|\mathcal{P}_{n}\right|=0$ we have

$$
\lim _{n \rightarrow \infty} I_{\mathcal{P}_{n}}(R)=0 .
$$

If furthermore $\mathcal{P}_{0}=\{a, b\}$ is the trivial partition, then we can write

$$
\begin{equation*}
R_{a b}=\sum_{n=0}^{\infty}\left(I_{\mathcal{P}_{n}}(R)-I_{\mathcal{P}_{n+1}}(R)\right), \quad 0 \leqslant a<b \leqslant T \tag{1.21}
\end{equation*}
$$

Proof. Writing $\mathcal{P}_{n}=\left\{a=t_{0}^{n}<t_{1}^{n}<\ldots<t_{\# \mathcal{P}_{n}}^{n}=b\right\}$, we can estimate

$$
\left|I_{\mathcal{P}_{n}}(R)\right| \leqslant \sum_{i=1}^{\# \mathcal{P}_{n}}\left|R_{t_{i-1}^{n} t_{i}^{n}}\right| \leqslant\left\{\max _{j=1, \ldots, \# \mathcal{P}_{n}} \frac{\left|R_{t_{j-1}^{n} t_{j}^{n}}\right|}{\left(t_{j}^{n}-t_{j-1}^{n}\right)}\right\} \sum_{j=1}^{\# \mathcal{P}_{n}}\left(t_{j}^{n}-t_{j-1}^{n}\right)
$$

hence $\left|I_{\mathcal{P}_{n}}(R)\right| \rightarrow 0$ as $n \rightarrow \infty$, because the final sum equals $b-a$ and the bracket vanishes (since $R_{s t}=o(t-s)$ and $\left|\mathcal{P}_{n}\right|=\max _{1 \leqslant j \leqslant \# \mathcal{P}_{n}}\left(t_{j}^{n}-t_{j-1}^{n}\right) \rightarrow 0$ ).

We deduce relation (1.21) by the telescopic sum

$$
I_{\mathcal{P}_{0}}(R)-I_{\mathcal{P}_{N}}(R)=\sum_{n=0}^{N-1}\left(I_{\mathcal{P}_{n}}(R)-I_{\mathcal{P}_{n+1}}(R)\right),
$$

because $\lim _{N \rightarrow \infty} I_{\mathcal{P}_{N}}(R)=0$ while $I_{\mathcal{P}_{0}}(R)=R_{a b}$ for $\mathcal{P}_{0}=\{a, b\}$.
If we remove a single point $t_{i}$ from a partition $\mathcal{P}=\left\{t_{0}<t_{1}<\ldots<t_{m}\right\}$, we obtain a new partition $\mathcal{P}^{\prime}$ for which, recalling (1.20), we can write

$$
\begin{equation*}
I_{\mathcal{P}^{\prime}}(R)-I_{\mathcal{P}}(R)=R_{t_{i-1} t_{i+1}}-R_{t_{i-1} t_{i}}-R_{t_{i} t_{i+1}} \tag{1.22}
\end{equation*}
$$

The expression in the RHS deserves a name: given any two-variables function $F \in C_{2}$, we define its increment $\delta F \in C_{3}$ as the three-variables function

$$
\begin{equation*}
\delta F_{s u t}:=F_{s t}-F_{s u}-F_{u t}, \quad 0 \leqslant s \leqslant u \leqslant t \leqslant T . \tag{1.23}
\end{equation*}
$$

We can then rewrite (1.22) as

$$
\begin{equation*}
I_{\mathcal{P}^{\prime}}(R)-I_{\mathcal{P}}(R)=\delta R_{t_{i-1} t_{i} t_{i+1}}, \tag{1.24}
\end{equation*}
$$

and recalling (1.9) we obtain the following estimate, for any $\eta>0$ :

$$
\begin{equation*}
\left|I_{\mathcal{P}^{\prime}}(R)-I_{\mathcal{P}}(R)\right| \leqslant\|\delta R\|_{\eta}\left|t_{i+1}-t_{i-1}\right|^{\eta} \tag{1.25}
\end{equation*}
$$

We are now ready to state and prove the Sewing Bound.
Theorem 1.9. (Sewing Bound) Given any $R \in C_{2}$ with $R_{s t}=o(t-s)$, the following estimate holds for any $\eta \in(1, \infty)$ (recall (1.9)):

$$
\begin{equation*}
\|R\|_{\eta} \leqslant K_{\eta}\|\delta R\|_{\eta} \quad \text { where } \quad K_{\eta}:=\left(1-2^{1-\eta}\right)^{-1} \tag{1.26}
\end{equation*}
$$

Proof. Fix $R \in C_{2}$ such that $\|\delta R\|_{\eta}<\infty$ for some $\eta>1$ (otherwise there is nothing to prove). Also fix $0 \leqslant a<b \leqslant T$ and consider for $n \geqslant 0$ the dyadic partitions $\mathcal{P}_{n}:=$ $\left\{t_{i}^{n}:=a+\frac{i}{2^{n}}(b-a): 0 \leq i \leq 2^{n}\right\}$ of $[a, b]$. Since $\mathcal{P}_{0}=\{a, b\}$ is the trivial partition, we can apply (1.21) to bound

$$
\begin{equation*}
\left|R_{a b}\right| \leqslant \sum_{n=0}^{\infty}\left|I_{\mathcal{P}_{n}}(R)-I_{\mathcal{P}_{n+1}}(R)\right| \tag{1.27}
\end{equation*}
$$

If we remove from $\mathcal{P}_{n+1}$ all the "odd points" $t_{2 j+1}^{n+1}$, with $0 \leq j \leq 2^{n}-1$, we obtain $\mathcal{P}_{n}$. Then, iterating relations (1.24)-(1.25), we have

$$
\begin{align*}
\left|I_{\mathcal{P}_{n}}(R)-I_{\mathcal{P}_{n+1}}(R)\right| & \leqslant \sum_{j=0}^{2^{n}-1}\left|\delta R_{t_{2 j}^{n+1} t_{2 j+1}^{n+1} t_{2 j+2}^{n+1}}\right| \\
& \leqslant 2^{n}\|\delta R\|_{\eta}\left(\frac{2(b-a)}{2^{n+1}}\right)^{\eta} \\
& =2^{-(\eta-1) n}\|\delta R\|_{\eta}(b-a)^{\eta} . \tag{1.28}
\end{align*}
$$

Plugging this into (1.27), since $\sum_{n=0}^{\infty} 2^{-(\eta-1) n}=\left(1-2^{1-\eta}\right)^{-1}$, we obtain

$$
\begin{equation*}
\left|R_{a b}\right| \leqslant\left(1-2^{1-\eta}\right)^{-1}\|\delta R\|_{\eta}(b-a)^{\eta}, \quad 0 \leqslant a<b \leqslant T \tag{1.29}
\end{equation*}
$$

which proves (1.26).
Remark 1.10. Recalling (1.11) and (1.23), we have defined linear maps

$$
\begin{equation*}
C_{1} \xrightarrow{\delta} C_{2} \xrightarrow{\delta} C_{3} \tag{1.30}
\end{equation*}
$$

which satisfy $\delta \circ \delta=0$. Indeed, for any $f \in C_{1}$ we have

$$
\delta(\delta f)_{s u t}=\left(f_{t}-f_{s}\right)-\left(f_{u}-f_{s}\right)-\left(f_{t}-f_{u}\right)=0 .
$$

Intuitively, $\delta F \in C_{3}$ measures how much a function $F \in C_{2}$ differs from being the increment $\delta f$ of some $f \in C_{1}$, because $\delta F \equiv 0$ if and only if $F=\delta f$ for some $f \in C_{1}$ (it suffices to define $f_{t}:=F_{0 t}$ and to check that $\delta f_{s t}=\delta F_{0 s t}+F_{s t}=F_{s t}$ ).

Remark 1.11. The assumption $R_{s t}=o(t-s)$ in Theorem 1.9 cannot be avoided: if $R:=\delta f$ for a non constant $f \in C_{1}$, then $\delta R=0$ while $\|R\|_{\eta}>0$.

### 1.6. End OF PROOF OF UNIQUENESS

In this section, we apply the Sewing Bound (1.26) to the function $R_{s t}$ defined in (1.17), in order to prove the estimate (1.19) for $\alpha>\frac{1}{2}$.

We first determine the increment $\delta R$ through a simple and instructive computation: by (1.17), since $\delta(\delta Z)=0$ (see Remark 1.10), we have

$$
\begin{align*}
\delta R_{\text {sut }}:= & R_{s t}-R_{s u}-R_{u t} \\
= & \left(Y_{t}-Y_{s}\right)-\left(Y_{u}-Y_{s}\right)-\left(Y_{t}-Y_{u}\right) \\
& -\left(\sigma Y_{s}\right)\left(X_{t}-X_{s}\right)+\left(\sigma Y_{s}\right)\left(X_{u}-X_{s}\right)+\left(\sigma Y_{u}\right)\left(X_{t}-X_{u}\right) \\
= & {\left[\sigma\left(Y_{u}-Y_{s}\right)\right]\left(X_{t}-X_{u}\right) . } \tag{1.31}
\end{align*}
$$

Recalling (1.9), this implies

$$
\|\delta R\|_{2_{\alpha}} \leqslant|\sigma|\|\delta Y\|_{\alpha}\|\delta X\|_{\alpha}
$$

We next note that if $\alpha>\frac{1}{2}$ (as it is assumed in Theorem 1.7) we can apply the Sewing Bound (1.26) for $\eta=2 \alpha>1$ to obtain

$$
\|R\|_{2 \alpha} \leqslant K_{2 \alpha}\|\delta R\|_{2 \alpha} \leqslant K_{2 \alpha}|\sigma|\|\delta Y\|_{\alpha}\|\delta X\|_{\alpha}
$$

This is precisely our goal (1.19) with $C=C(X, \alpha, \sigma):=K_{2 \alpha}|\sigma|\|\delta X\|_{\alpha}$.
Summarizing: thanks to the Sewing bound (1.26), we have obtained the estimate (1.19) and completed the proof of Theorem 1.7, showing uniqueness of solutions to the difference equation (1.4) for any $X \in \mathcal{C}^{\alpha}$ with $\left.\left.\alpha \in\right] \frac{1}{2}, 1\right]$. In the next chapters we extend this approach to non-linear $\sigma(\cdot)$ and to situations where $X \in \mathcal{C}^{\alpha}$ with $\alpha \leqslant \frac{1}{2}$.

Remark 1.12. For later purpose, let us record the computation (1.31) withouth $\sigma$ : given any (say, real) paths $X$ and $Y$, if

$$
A_{s t}=Y_{s} \delta X_{s t}, \quad \forall 0 \leqslant s \leqslant t \leqslant T,
$$

then

$$
\begin{equation*}
\delta A_{s u t}=-\delta Y_{s u} \delta X_{u t}, \quad \forall 0 \leqslant s \leqslant u \leqslant t \leqslant T . \tag{1.32}
\end{equation*}
$$

### 1.7. Weighted norms

We conclude this chapter defining weighted versions $\|\cdot\|_{\eta, \tau}$ of the norms $\|\cdot\|_{\eta}$ introduced in (1.9): given $F \in C_{2}$ and $G \in C_{3}$, we set for $\eta, \tau \in(0, \infty)$

$$
\begin{align*}
& \|F\|_{\eta, \tau}:=\sup _{0 \leqslant s \leqslant t \leqslant T} \mathbb{1}_{\{0<t-s \leqslant \tau\}} \mathrm{e}^{-\frac{t}{\tau}} \frac{\left|F_{s t}\right|}{(t-s)^{\eta}},  \tag{1.33}\\
& \|G\|_{\eta, \tau}:=\sup _{0 \leqslant s \leqslant u \leqslant t \leqslant T} \mathbb{1}_{\{0<t-s \leqslant \tau\}} \mathrm{e}^{-\frac{t}{\tau}} \frac{\left|G_{s u t}\right|}{(t-s)^{\eta}}, \tag{1.34}
\end{align*}
$$

where $C_{2}$ and $C_{3}$ are the spaces of continuous functions from $[0, T]_{\leqslant}^{2}$ and $[0, T]_{\leqslant}^{3}$ to $\mathbb{R}^{k}$, see (1.8). Note that as $\tau \rightarrow \infty$ we recover the usual norms:

$$
\begin{equation*}
\|\cdot\|_{\eta}=\lim _{\tau \rightarrow \infty}\|\cdot\|_{\eta, \tau} . \tag{1.35}
\end{equation*}
$$

Remark 1.13. (norms vs. SEMI-NORMS) While $\|\cdot\|_{\eta}$ is a norm, $\|\cdot\|_{\eta, \tau}$ is a norm for $\tau \geqslant T$ but it is only a semi-norm for $\tau<T$ (for instance, $\|F\|_{\eta, \tau}=0$ for $F \in C_{2}$ implies $F_{s t}=0$ only for $t-s \leqslant \tau$ : no constraint is imposed on $F_{s t}$ for $t-s>\tau$ ).

However, if $F=\delta f$, that is $F_{s t}=f_{t}-f_{s}$ for some $f \in C_{1}$, we have the equivalence

$$
\begin{equation*}
\|\delta f\|_{\eta, \tau} \leqslant\|\delta f\|_{\eta} \leqslant\left(1+\frac{T}{\tau}\right) \mathrm{e}^{\frac{T}{\tau}}\|\delta f\|_{\eta, \tau} \tag{1.36}
\end{equation*}
$$

The first inequality is clear. For the second one, given $0 \leqslant s<t \leqslant T$, we can write $s=t_{0}<t_{1}<\cdots<t_{N}=t$ with $t_{i}-t_{i-1} \leqslant \tau$ and $N \leqslant 1+\frac{T}{\tau}$ (for instance, we can consider $t_{i}=s+i \frac{t-s}{N}$ where $N:=\left\lceil\frac{t-s}{\tau}\right\rceil$ ); we then obtain $\delta f_{s t}=\sum_{i=1}^{N} \delta f_{t_{i-1} t_{i}}$ and $\left|\delta f_{t_{i-1} t_{i}}\right| \leqslant\|\delta f\|_{\eta, \tau} \mathrm{e}^{t_{i} / \tau}\left(t_{i}-t_{i-1}\right)^{\eta} \leqslant\|\delta f\|_{\eta, \tau} \mathrm{e}^{T / \tau}(t-s)^{\eta}$, which yields (1.36).

Remark 1.14. (FROM LOCAL TO GLOBAL) The weighted semi-norms $\|\cdot\|_{\eta, \tau}$ will be useful to transform local results in global results. Indeed, using the standard norms $\|\cdot\|_{\eta}$ often requires the size $T>0$ of the time interval $[0, T]$ to be small, as in Theorem 1.7, which can be annoying. Using $\|\cdot\|_{\eta, \tau}$ will allow us to keep $T>0$ arbitrary, by choosing a sufficiently small $\tau>0$.

Recalling the supremum norm $\|f\|_{\infty}$ of a function $f \in C_{1}$, see (1.14), we define the corresponding weighted version

$$
\begin{equation*}
\|f\|_{\infty, \tau}:=\sup _{0 \leqslant t \leqslant T} \mathrm{e}^{-\frac{t}{\tau}}\left|f_{t}\right| . \tag{1.37}
\end{equation*}
$$

We stress that $\|\cdot\|_{\infty, \tau}$ is a norm equivalent to $\|\cdot\|_{\infty}$ for any $\tau>0$, since

$$
\begin{equation*}
\|\cdot\|_{\infty, \tau} \leqslant\|\cdot\|_{\infty} \leqslant \mathrm{e}^{\frac{T}{\tau}}\|\cdot\|_{\infty, \tau} . \tag{1.38}
\end{equation*}
$$

Remark 1.15. (Equivalent Hölder norm) It follows by (1.36) and (1.38) that $\|\cdot\|_{\infty, \tau}+\|\cdot\|_{\alpha, \tau}$ is a norm equivalent to $\|\cdot\|_{\mathcal{C}^{\alpha}}:=\|\cdot\|_{\infty}+\|\cdot\|_{\alpha}$ on the space $\mathcal{C}^{\alpha}$ of Hölder functions, see Remark 1.4, for any $\tau>0$.

We will often use the Hölder semi-norms $\|\delta f\|_{\alpha}$ and $\|\delta f\|_{\alpha, \tau}$ to bound the supremum norms $\|f\|_{\infty}$ and $\|f\|_{\infty, \tau}$, thanks to the following result.

Lemma 1.16. (Supremum-Hölder bound) For any $f \in C_{1}$ and $\eta \in(0, \infty)$

$$
\begin{align*}
\|f\|_{\infty} \leqslant\left|f_{0}\right|+T^{\eta}\|\delta f\|_{\eta}  \tag{1.39}\\
\|f\|_{\infty, \tau} \leqslant\left|f_{0}\right|+3(\tau \wedge T)^{\eta}\|\delta f\|_{\eta, \tau}, \quad \forall \tau>0 \tag{1.40}
\end{align*}
$$

Proof. Let us prove (1.39): for any $f \in C_{1}$ and for $\left.\left.t \in\right] 0, T\right]$ we have

$$
\left|f_{t}\right| \leqslant\left|f_{0}\right|+\left|f_{t}-f_{0}\right|=\left|f_{0}\right|+t^{\eta} \frac{\left|f_{t}-f_{0}\right|}{t^{\eta}} \leqslant\left|f_{0}\right|+T^{\eta}\|\delta f\|_{\eta} .
$$

The proof of (1.40) is slightly more involved. If $t \in] 0, \tau \wedge T]$, then

$$
\mathrm{e}^{-\frac{t}{\tau}}\left|f_{t}\right| \leqslant\left|f_{0}\right|+t^{\eta} \mathrm{e}^{-\frac{t}{\tau}} \frac{\left|f_{t}-f_{0}\right|}{t^{\eta}} \leqslant\left|f_{0}\right|+(\tau \wedge T)^{\eta}\|\delta f\|_{\eta, \tau},
$$

which, in particular, implies (1.40) when $\tau \geqslant T$. When $\tau<T$, it remains to consider $\tau<t \leqslant T$ : in this case, we define $N:=\min \{n \in \mathbb{N}: n \tau \geq t\} \geq 2$ so that $\frac{t}{N} \leqslant \tau$. We set $t_{k}=k \frac{t}{N}$ for $k \geq 0$, so that $t_{N}=t$. Then

$$
\begin{aligned}
\mathrm{e}^{-\frac{t}{\tau}}\left|f_{t}\right| & \leqslant\left|f_{0}\right|+\sum_{k=1}^{N}\left(t_{k}-t_{k-1}\right)^{\eta} \mathrm{e}^{-\frac{t-t_{k}}{\tau}}\left[\mathrm{e}^{-\frac{t_{k}}{\tau}} \frac{\left|f_{t_{k}}-f_{t_{k-1}}\right|}{\left(t_{k}-t_{k-1}\right)^{\eta}}\right] \\
& \leqslant\left|f_{0}\right|+(\tau \wedge T)^{\eta}\|\delta f\|_{\eta, \tau} \sum_{k=1}^{N} \mathrm{e}^{-\frac{t-t_{k}}{\tau}}
\end{aligned}
$$

By definition of $N$ we have ( $N-1$ ) $\tau<t$; since $\tau<t$ we obtain $N \tau<2 t$ and therefore $\frac{t}{N \tau} \geq \frac{1}{2}$. Since $t-t_{k}=(N-k) \frac{t}{N}$, renaming $\ell:=N-k$ we obtain

$$
\sum_{k=1}^{N} \mathrm{e}^{-\frac{t-t_{k}}{\tau}}=\sum_{\ell=0}^{N-1} \mathrm{e}^{-\ell \frac{t}{N \tau}}=\frac{1-\mathrm{e}^{-\frac{t}{\tau}}}{1-\mathrm{e}^{-\frac{t}{N \tau}}} \leqslant \frac{1}{1-\mathrm{e}^{-\frac{1}{2}}} \leqslant 3
$$

The proof is complete.

We finally show that the Sewing Bound (1.26) still holds if we replace $\|\cdot\|_{\eta}$ by $\|\cdot\|_{\eta, \tau}$, for any $\tau>0$.

Theorem 1.17. (weighted sewing bound) Given any $R \in C_{2}$ with $R_{s t}=o(t-s)$, the following estimate holds for any $\eta \in(1, \infty)$ and $\tau>0$ :

$$
\begin{equation*}
\|R\|_{\eta, \tau} \leqslant K_{\eta}\|\delta R\|_{\eta, \tau} \quad \text { where } \quad K_{\eta}:=\left(1-2^{1-\eta}\right)^{-1} . \tag{1.41}
\end{equation*}
$$

Proof. Given $0 \leqslant a \leqslant b \leqslant T$, let us define

$$
\begin{equation*}
\|\delta R\|_{\eta,[a, b]}:=\sup _{\substack{s, u, t \in[a, b] ; \\ s \leqslant u \leqslant t, s<t}} \frac{\left|\delta R_{s u t}\right|}{(t-s)^{\eta}} . \tag{1.42}
\end{equation*}
$$

Following the proof of Theorem 1.9, we can replace $\|\delta R\|_{\eta}$ by $\|\delta R\|_{\eta,[a, b]}$ in (1.28) and in (1.29), hence we obtain $\left|R_{a b}\right| \leqslant K_{\eta}\|\delta R\|_{\eta,[a, b]}(b-a)^{\eta}$. Then for $b-a \leqslant \tau$ we can estimate

$$
e^{-\frac{b}{\tau}} \frac{\left|R_{a b}\right|}{(b-a)^{\eta}} \leqslant e^{-\frac{b}{\tau}} K_{\eta}\|\delta R\|_{\eta,[a, b]} \leqslant K_{\eta}\|\delta R\|_{\eta, \tau},
$$

and (1.41) follows taking the supremum over $0 \leqslant a \leqslant b \leqslant T$ with $b-a \leqslant \tau$.

### 1.8. A discrete Sewing Bound

We can prove a version of the Sewing Bound for functions $R=\left(R_{s t}\right)_{s<t \in \mathbb{T}}$ defined on a finite set of points $\mathbb{T}:=\left\{0=t_{1}<\cdots<t_{\# \mathbb{T}}\right\} \subseteq \mathbb{R}_{+}$(this will be useful to construct solutions to difference equations via Euler schemes, see Sections 2.6 and 3.9). The condition $R_{s t}=o(t-s)$ from Theorem 1.9 is now replaced by the requirement that $R$ vanishes on consecutive points of $\mathbb{T}$, i.e. $R_{t_{i} t_{i+1}}=0$ for all $1 \leqslant i<\# \mathbb{T}$.

We define versions $\|\cdot\|_{\eta, \tau}^{\mathbb{T}}$ of the norms $\|\cdot\|_{\eta, \tau}$ restricted on $\mathbb{T}$ for $\tau>0$, recall (1.33)-(1.34):

$$
\begin{align*}
& \|A\|_{\eta, \tau}^{\mathbb{T}}:=\sup _{\substack{0 \leqslant s<t \\
s, t \in \mathbb{T}}} \mathbb{1}_{\{0<t-s \leqslant \tau\}} \mathrm{e}^{-\frac{t}{\tau}} \frac{\left|A_{s t}\right|}{|t-s|^{\eta}},  \tag{1.43}\\
& \|B\|_{\eta, \tau}^{\mathbb{T}}:=\sup _{\substack{0 \leqslant s \leqslant u \leqslant t \\
s, u, t \in \mathbb{T}, s<t}} \mathbb{1}_{\{0<t-s \leqslant \tau\}} \mathrm{e}^{-\frac{t}{\tau}} \frac{\left|B_{\text {sut }}\right|}{|t-s|^{\eta}} \tag{1.44}
\end{align*}
$$

for $A:\left\{(s, t) \in \mathbb{T}^{2}: 0 \leqslant s<t\right\} \rightarrow \mathbb{R}$ and $B:\left\{(s, u, t) \in \mathbb{T}^{3}: 0 \leqslant s \leqslant u \leqslant t, s<t\right\} \rightarrow \mathbb{R}$.
Theorem 1.18. (Discrete Sewing Bound) If a function $R=\left(R_{s t}\right)_{s<t \in \mathbb{T}}$ vanishes on consecutive points of $\mathbb{T}$ (i.e. $R_{t_{i} t_{i+1}}=0$ ), then for any $\eta>1$ and $\tau>0$ we have

$$
\begin{equation*}
\|R\|_{\eta, \tau}^{\mathbb{T}} \leqslant C_{\eta}\|\delta R\|_{\eta, \tau}^{\mathbb{T}} \quad \text { with } \quad C_{\eta}:=2^{\eta} \sum_{n \geq 1} \frac{1}{n^{\eta}}=2^{\eta} \zeta(\eta)<\infty . \tag{1.45}
\end{equation*}
$$

Proof. We fix $s, t \in \mathbb{T}$ with $s<t$ and we start by proving that

$$
\left|R_{s t}\right| \leqslant C_{\eta}\|\delta R\|_{\eta}^{\mathbb{T}}(t-s)^{\eta}
$$

We have $s=t_{k}$ and $t=t_{k+m}$ and we may assume that $m \geqslant 2$ (otherwise there is nothing to prove, since for $m=1$ we have $R_{t_{i} t_{i+1}}=0$ ).

Consider the partition $\mathcal{P}=\left\{s=t_{k}<t_{k+1}<\ldots<t_{k+m}=t\right\}$ with $m$ intervals. Note that for some index $i \in\{k+1, \ldots, k+m-1\}$ we must have $t_{i+1}-t_{i-1} \leq \frac{2(t-s)}{m-1}$, otherwise we would get the contradiction

$$
2(t-s) \geq \sum_{i=k+1}^{k+m-1}\left(t_{i+1}-t_{i-1}\right)>\sum_{i=k+1}^{k+m-1} \frac{2(t-s)}{m-1}=2(t-s) .
$$

Removing the point $t_{i}$ from $\mathcal{P}$ we obtain a partition $\mathcal{P}^{\prime}$ with $m-1$ intervals. If we define $I_{\mathcal{P}}(R):=\sum_{i=k}^{k+m-1} R_{t_{i} t_{i+1}}$ as in (1.20), as in (1.24) we have

$$
\left|I_{\mathcal{P}}(R)-I_{\mathcal{P}^{\prime}}(R)\right|=\left|\delta R_{t_{i-1} t_{i} t_{i+1}}\right| \leqslant \frac{2^{\eta}(t-s)^{\eta}}{(m-1)^{\eta}} \sup _{\substack{s \leqslant u<v<w \leqslant t \\ u, v, w \in \mathbb{T}}} \frac{\left|\delta R_{u v w}\right|}{|w-u|^{\eta}}
$$

Iterating this argument, until we arrive at the trivial partition $\{s, t\}$, we get

$$
\begin{equation*}
\left|I_{\mathcal{P}}(R)-R_{s t}\right| \leq C_{\eta}(t-s)^{\eta} \sup _{\substack{s \leqslant u<v<w \leqslant t \\ u, v, w \in \mathbb{T}}} \frac{\left|\delta R_{u v w}\right|}{|w-u|^{\eta}}, \tag{1.46}
\end{equation*}
$$

with $C_{\eta}:=\sum_{n \geq 1} \frac{2^{\eta}}{n^{\eta}}<\infty$ because $\eta>1$. We finally note that $I_{\mathcal{P}}(R)=0$ by the assumption $R_{t_{i} t_{i+1}}=0$. Finally if $t-s \leqslant \tau$ then $w-u \leqslant \tau$ in the supremum in (1.46) and since $\mathrm{e}^{-\frac{t}{\tau}} \leqslant \mathrm{e}^{-\frac{w}{\tau}}$ we obtain

$$
\mathrm{e}^{-\frac{t}{\tau}}\left|R_{s t}\right| \leqslant C_{\eta}(t-s)^{\eta}\|\delta R\|_{\eta, \tau}^{\mathbb{T}},
$$

and the proof is complete.
We also have an analog of Lemma 1.16. We set for $f: \mathbb{T} \rightarrow \mathbb{R}$ and $\tau>0$

$$
\|f\|_{\infty, \tau}^{\mathbb{T}}:=\sup _{t \in \mathbb{T}} \mathrm{e}^{-\frac{t}{\tau}}\left|f_{t}\right|
$$

Lemma 1.19. (Discrete supremum-Hölder Bound) For $\mathbb{T}:=\left\{0=t_{1}<\cdots<\right.$ $\left.t_{\# \mathbb{T}}\right\} \subseteq \mathbb{R}_{+}$set

$$
M:=\max _{i=2, \ldots, \# \mathbb{T}}\left|t_{i}-t_{i-1}\right| .
$$

Then for all $f: \mathbb{T} \rightarrow \mathbb{R}, \tau \geqslant 2 M$ and $\eta>0$

$$
\begin{equation*}
\|f\|_{\infty, \tau}^{\mathbb{T}} \leqslant\left|f_{0}\right|+5 \tau^{\eta}\|\delta f\|_{\eta, \tau}^{\mathbb{T}} \tag{1.47}
\end{equation*}
$$

Proof. We define $T_{0}:=0$ and for $i \geqslant 1$, as long as $\mathbb{T} \cap\left(T_{i-1}, T_{i-1}+\tau\right]$ is not empty, we set

$$
T_{i}:=\max \mathbb{T} \cap\left(T_{i-1}, T_{i-1}+\tau\right], \quad i=1, \ldots, N
$$

so that $T_{N}=\max \mathbb{T}$. We have by construction $T_{i}+M>T_{i-1}+\tau$ for all $i=1, \ldots$, $N-1$, and since $M \leqslant \frac{\tau}{2}$

$$
T_{i}-T_{i-1} \geqslant \tau-M \geqslant \frac{\tau}{2}
$$

For $i=N$ we have only $T_{N}>T_{N-1}$. Therefore for $i=1, \ldots N$

$$
\begin{aligned}
& \mathrm{e}^{-\frac{T_{i}}{\tau}}\left|f_{T_{i}}\right| \leqslant\left|f_{0}\right|+\sum_{k=1}^{i}\left(T_{k}-T_{k-1}\right)^{\eta} \mathrm{e}^{-\frac{T_{i}-T_{k}}{\tau}}\left[\mathrm{e}^{-\frac{T_{k}}{\tau}} \frac{\left.\mid f_{T_{k}-f_{T_{k-1}} \mid}^{\left(T_{k}-T_{k-1}\right)^{\eta}}\right]}{}\right. \\
& \leqslant\left|f_{0}\right|+\tau^{\eta}\|\delta f\|_{\eta, \tau}^{\mathbb{T}} \sum_{k=1}^{i} \mathrm{e}^{-\frac{T_{i}-T_{k}}{\tau}} \\
& \leqslant\left|f_{0}\right|+\tau^{\eta}\|\delta f\|_{\eta, \tau}^{\mathbb{T}}\left(1+\sum_{k=0}^{\infty} \mathrm{e}^{-\frac{k}{2}}\right) \\
& \leqslant\left|f_{t_{0}}\right|+4 \tau^{\eta}\|\delta f\|_{\eta, \tau}^{\mathbb{T}} .
\end{aligned}
$$

Now for $t \in \mathbb{T} \backslash\left\{T_{i}\right\}_{i}$ we have $T_{i}<t<T_{i+1}$ for some $i$ and then

$$
\begin{aligned}
\mathrm{e}^{-\frac{t}{\tau}}\left|f_{t}\right| & \leqslant \mathrm{e}^{-\frac{t}{\tau}}\left|f_{T_{i}}\right|+\left(t-T_{i}\right)^{\eta} \mathrm{e}^{-\frac{t}{\tau}} \frac{\left|f_{t}-f_{T_{i}}\right|}{\left(t-T_{i}\right)^{\eta}} \leqslant \mathrm{e}^{-\frac{T_{i}}{\tau}}\left|f_{T_{i}}\right|+\tau^{\eta}\|\delta f\|_{\eta, \tau}^{\mathbb{T}} \\
& \leqslant\left|f_{0}\right|+5 \tau^{\eta}\|\delta f\|_{\eta, \tau}^{\mathbb{T}} .
\end{aligned}
$$

The proof is complete.

### 1.9. EXTRA (TO BE COMPLETED)

We also introduce the usual supremum norm, for $F \in C_{2}$ and $G \in C_{3}$ :

$$
\|F\|_{\infty}:=\sup _{0 \leqslant s \leqslant t \leqslant T}\left|F_{s t}\right|, \quad\|G\|_{\infty}:=\sup _{0 \leqslant s \leqslant u \leqslant t \leqslant T}\left|G_{s u t}\right|
$$

and a corresponding weighted version, for $\tau \in(0, \infty)$ :

$$
\begin{equation*}
\|F\|_{\infty, \tau}:=\sup _{0 \leqslant s \leqslant t \leqslant T} \mathrm{e}^{-\frac{t}{\tau}}\left|F_{s t}\right|, \quad\|G\|_{\infty, \tau}:=\sup _{0 \leqslant s \leqslant u \leqslant t \leqslant T} \mathrm{e}^{-\frac{t}{\tau}}\left|G_{\text {sut }}\right| . \tag{1.48}
\end{equation*}
$$

Note that

$$
\lim _{\tau \rightarrow+\infty}\|F\|_{\infty, \tau}=\|F\|_{\infty}, \quad \lim _{\tau \rightarrow+\infty}\|G\|_{\eta, \tau}=\|G\|_{\eta}, \quad \lim _{\tau \rightarrow+\infty}\|H\|_{\eta, \tau}=\|H\|_{\eta}
$$

We have

$$
\begin{equation*}
\|F\|_{\eta, \tau} \leqslant\|G\|_{\infty, \tau}\|H\|_{\eta}, \quad\left(F_{s u t}=G_{s u} H_{u t}\right) \tag{1.49}
\end{equation*}
$$

Note that $\|\cdot\|_{\eta, \tau}$ is only a semi-norm on $C_{n}^{\eta}$ if $\tau<T$; we have at least

$$
\begin{equation*}
\|\cdot\|_{\eta, \tau} \leqslant\|\cdot\|_{\eta} \leqslant e^{\frac{T}{\tau}}\left(\|\cdot\|_{\eta, \tau}+\frac{1}{\tau^{\eta}}\|\cdot\|_{\infty, \tau}\right) . \tag{1.50}
\end{equation*}
$$

However, if $\tau \geq T$ we have again equivalence of norms

$$
\begin{equation*}
\|\cdot\|_{\eta, \tau} \leqslant\|\cdot\|_{\eta} \leqslant e^{\frac{T}{\tau}}\|\cdot\|_{\eta, \tau}, \quad \tau \geq T \tag{1.51}
\end{equation*}
$$

## Chapter 2

## Difference equations: the Young case

Fix a time horizon $T>0$ and two dimensions $k, d \in \mathbb{N}$. We study the following controlled difference equation for an unknown path $Z:[0, T] \rightarrow \mathbb{R}^{k}$ :

$$
\begin{equation*}
Z_{t}-Z_{s}=\sigma\left(Z_{s}\right)\left(X_{t}-X_{s}\right)+o(t-s), \quad 0 \leqslant s \leqslant t \leqslant T, \tag{2.1}
\end{equation*}
$$

where the "driving path" $X:[0, T] \rightarrow \mathbb{R}^{d}$ and the function $\sigma: \mathbb{R}^{k} \rightarrow \mathbb{R}^{k} \otimes\left(\mathbb{R}^{d}\right)^{*}$ are given, and $o(t-s)$ is uniform for $0 \leqslant s \leqslant t \leqslant T$ (see Remark 1.1).

The difference equation (2.1) is a natural generalized formulation of the controlled differential equation

$$
\begin{equation*}
\dot{Z}_{t}=\sigma\left(Z_{t}\right) \dot{X}_{t}, \quad 0 \leqslant t \leqslant T \tag{2.2}
\end{equation*}
$$

Indeed, as we showed in Chapter 1 (see Section 1.2), equations (2.1) and (2.2) are equivalent when $X$ is continuously differentiable and $\sigma$ is continuous, but (2.1) is meaningful also when $X$ is non differentiable.

In this chapter we prove well-posedness for the difference equation (2.1) when the driving path $X \in \mathcal{C}^{\alpha}$ is Hölder continuous in the regime $\left.\left.\alpha \in\right] \frac{1}{2}, 1\right]$, called the Young case. The more challenging regime $\alpha \leqslant \frac{1}{2}$, called the rough case, is the object of the next Chapter 3, where new ideas will be introduced.

### 2.1. SUMMARY

Using the increment notation $\delta f_{s t}:=f_{t}-f_{s}$ from (1.11), we rewrite (2.1) as

$$
\begin{equation*}
\delta Z_{s t}=\sigma\left(Z_{s}\right) \delta X_{s t}+o(t-s), \quad 0 \leqslant s \leqslant t \leqslant T, \tag{2.3}
\end{equation*}
$$

so that a solution of (2.3) is any path $Z:[0, T] \rightarrow \mathbb{R}^{k}$ such that the "remainder"

$$
\begin{equation*}
Z_{s t}^{[2]}:=\delta Z_{s t}-\sigma\left(Z_{s}\right) \delta X_{s t} \quad \text { satisfies } \quad Z_{s t}^{[2]}=o(t-s) \tag{2.4}
\end{equation*}
$$

We summarize the main results of this chapter stating local and global existence, uniqueness of solutions and continuity of the solution map for the difference equation (2.3) under natural assumptions on $\sigma$. We will actually prove more precise results, which yield quantitative estimates.

Theorem 2.1. (Well-Posedness) Let $X:[0, T] \rightarrow \mathbb{R}^{d}$ be of class $\mathcal{C}^{\alpha}$ with $\left.\left.\alpha \in\right] \frac{1}{2}, 1\right]$ and let $\sigma: \mathbb{R}^{k} \rightarrow \mathbb{R}^{k} \otimes\left(\mathbb{R}^{d}\right)^{*}$. Then we have:

- local existence: if $\sigma$ is locally $\gamma$-Hölder with $\gamma \in\left(\frac{1}{\alpha}-1,1\right]$ (e.g. of class $\left.C^{1}\right)$, then for every $z_{0} \in \mathbb{R}^{k}$ there is a possibly shorter time horizon $T^{\prime}=T_{\alpha, X, \sigma}^{\prime}\left(z_{0}\right) \in$ $] 0, T]$ and a path $Z:\left[0, T^{\prime}\right] \rightarrow \mathbb{R}^{k}$ starting from $Z_{0}=z_{0}$ which solves (2.3) for $0 \leqslant s \leqslant t \leqslant T^{\prime}$;
- global existence: if $\sigma$ is globally $\gamma$-Hölder with $\gamma \in\left(\frac{1}{\alpha}-1,1\right]$ (e.g. of class $C^{1}$ with $\left.\|\nabla \sigma\|_{\infty}<\infty\right)$, then we can take $T_{\alpha, X, \sigma}^{\prime}\left(z_{0}\right)=T$ for any $z_{0} \in \mathbb{R}^{d}$;
- uniqueness: if $\sigma$ is of class $\mathcal{C}^{\gamma}$ with $\gamma \in\left(\frac{1}{\alpha}, 2\right]$ (e.g. if $\sigma$ is of class $C^{2}$ ), then there is exactly one solution $Z$ of (2.3) with $Z_{0}=z_{0}$;
- continuity of the solution map: if $\sigma$ is differentiable with bounded and globally $(\gamma-1)$-Hölder gradient with $\gamma \in\left(\frac{1}{\alpha}, 2\right]$ (i.e. $\|\nabla \sigma\|_{\infty}<\infty,[\nabla \sigma]_{\mathcal{C}^{\gamma-1}}<$ $\infty)$, then the solution $Z$ of (2.3) is a continuous function of the starting point $z_{0}$ and driving path $X$ : the map $\left(z_{0}, X\right) \mapsto Z$ is continuous from $\mathbb{R}^{k} \times \mathcal{C}^{\alpha} \rightarrow \mathcal{C}^{\alpha}$.

In the first part of this chapter, we give for granted the existence of solutions and we focus on their properties: we prove a priori estimates in Section 2.3, uniqueness of solutions in Section 2.4 and continuity of the solution map in Section 2.5. A key role is played by the Sewing Bound from Chapter 1, see Theorems 1.9 and 1.17, and its discrete version, see Theorem 1.18.

The proof of local and global existence of solutions of (2.3) is given at the end of this chapter, see Section 2.6, exploiting a suitable Euler scheme.

### 2.2. SET-UP

We collect here some notions and tools that will be used extensively.
We recall that $C_{1}$ denotes the space of continuous functions $f:[0, T] \rightarrow \mathbb{R}^{k}$. Similarly, $C_{2}$ and $C_{3}$ are the spaces of continuous functions of two and three ordered variables, i.e. defined on $[0, T]^{2} \leqslant$ and $[0, T]^{3} \leqslant$, see (1.7)-(1.8).

We are going to exploit the weighted semi-norms $\|\cdot\|_{\eta, \tau}$, see (1.33)-(1.34) (see also (1.9) for the original norm $\|\cdot\|_{\eta}$ ). These are useful to bound the weighted supremum norm $\|f\|_{\infty, \tau}$ of a function $f \in C_{1}$, see (1.37) and (1.40):

$$
\begin{equation*}
\|f\|_{\infty, \tau} \leqslant\left|f_{0}\right|+3(\tau \wedge T)^{\eta}\|\delta f\|_{\eta, \tau}, \quad \forall \eta, \tau>0 \tag{2.5}
\end{equation*}
$$

It follows directly from the definitions (1.33)-(1.34) that

$$
\begin{equation*}
\|\cdot\|_{\eta, \tau} \leqslant(\tau \wedge T)^{\eta^{\prime}}\|\cdot\|_{\eta+\eta^{\prime}, \tau}, \quad \forall \eta, \eta^{\prime}>0 \tag{2.6}
\end{equation*}
$$

because $(t-s)^{\eta} \geqslant(t-s)^{\eta+\eta^{\prime}}(\tau \wedge T)^{-\eta^{\prime}}$ for $0 \leqslant s \leqslant t \leqslant T$ with $t-s \leqslant \tau$.

Remark 2.2. The factor $(\tau \wedge T)^{\eta^{\prime}}$ in the RHS of (2.6) can be made small by choosing $\tau$ small while keeping $T$ fixed. This is why we included the indicator function $\mathbb{1}_{\{0<t-s \leqslant \tau\}}$ in the definition (1.33)-(1.34) of the norms $\|\cdot\|_{\eta, \tau}$ : without this indicator function, instead of $(\tau \wedge T)^{\eta^{\prime}}$ we would have $T^{\eta^{\prime}}$, which is small only when $T$ is small.

We will often work with functions $F \in C_{2}$ or $F \in C_{3}$ that are product of two factors, like $F_{s t}=g_{s} H_{s t}$ or $F_{\text {sut }}=G_{s u} H_{u t}$. We show in the next result that the seminorm $\|F\|_{\eta, \tau}$ can be controlled by a product of suitable norms for each factor.

Lemma 2.3. (Weighted bounds) For any $\eta, \eta^{\prime} \in(0, \infty)$ and $\tau>0$, we have

$$
\begin{align*}
& \text { if } \quad F_{s t}=g_{s} H_{s t} \quad \text { or } \quad F_{s t}=g_{t} H_{s t} \quad \text { then } \quad\|F\|_{\eta, \tau} \leqslant\|g\|_{\infty, \tau}\|H\|_{\eta},  \tag{2.7}\\
& \text { if } \quad F_{\text {sut }}=G_{s u} H_{u t} \quad \text { then }\|F\|_{\eta+\eta^{\prime}, \tau} \leqslant\|G\|_{\eta, \tau}\|H\|_{\eta^{\prime}} . \tag{2.8}
\end{align*}
$$

Proof. If $F_{s t}=g_{t} H_{s t}$, by (1.37) we can estimate $\mathrm{e}^{-t / \tau}\left|g_{t}\right| \leqslant\|g\|_{\infty, \tau}$ to get (2.7). If $F_{s t}=g_{s} H_{s t}$, for $s \leqslant t$ we can bound $\mathrm{e}^{-t / \tau} \leqslant \mathrm{e}^{-s / \tau}$ in the definition (1.33)-(1.34) of $\|\cdot\|_{\eta, \tau}$, hence again by (1.37) we can estimate $\mathrm{e}^{-s / \tau}\left|g_{s}\right| \leqslant\|g\|_{\infty, \tau}$ to get (2.7).

If $F_{s u t}=G_{s u} H_{u t}$, we can further bound $(t-s)^{\eta+\eta^{\prime}} \geqslant(t-u)^{\eta}(u-s)^{\eta^{\prime}}$ in (1.34) and then estimate $\mathrm{e}^{-s / \tau} G_{s u} /(u-s)^{\eta} \leqslant\|G\|_{\eta, \tau}$, which yields (2.8).

We stress that in the RHS of (2.7) and (2.8) only one factor gets the weighted norm or semi-norm, while the other factor gets the non-weigthed norm $\|\cdot\|_{\eta}$. We will sometimes need an extra weight, which can be introduced as follows.

Lemma 2.4. (Extra weight) For any $\eta, \bar{\tau} \in(0, \infty)$ and $0<\tau \leqslant \bar{\tau}$, we have

$$
\begin{equation*}
\text { if } \quad F_{s t}=g_{s} H_{s t} \quad \text { or } \quad F_{s t}=g_{t} H_{s t} \quad \text { then } \quad\|F\|_{\eta, \tau} \leqslant\|g\|_{\infty, \tau} \mathrm{e}^{\frac{T}{\bar{\tau}}}\|H\|_{\eta, \bar{\tau}} . \tag{2.9}
\end{equation*}
$$

Proof. Recall the definition (1.33)-(1.34) of $\|\cdot\|_{\eta, \tau}$ and note that for $0 \leqslant s \leqslant t \leqslant T$ we have $\mathrm{e}^{-t / \tau}\left|g_{t}\right| \leqslant\|g\|_{\infty, \tau}$ and $\mathrm{e}^{-s / \tau}\left|g_{s}\right| \leqslant\|g\|_{\infty, \tau}$ (see the proof of Lemma 2.3). Finally, for $t-s \leqslant \tau \leqslant \bar{\tau}$ we can estimate $\left|H_{s t}\right| \leqslant \mathrm{e}^{T / \bar{\tau}} \mathrm{e}^{-t / \bar{\tau}}\left|H_{s t}\right| \leqslant \mathrm{e}^{T / \bar{\tau}}\|H\|_{\eta, \bar{\tau}}(t-s)^{\eta}$.

We recall that $\mathbb{R}^{k} \otimes\left(\mathbb{R}^{d}\right)^{*} \simeq \mathbb{R}^{k \times d}$ is the space of linear applications from $\mathbb{R}^{d}$ to $\mathbb{R}^{k}$ equipped with the Hilbert-Schmidt (Euclidean) norm $|\cdot|$. We say that a function is of class $C^{m}$ if it is continuously differentiable $m$ times. Given $\sigma: \mathbb{R}^{k} \rightarrow \mathbb{R}^{k} \otimes\left(\mathbb{R}^{d}\right)^{*}$ of class $C^{2}$, that we represent by $\sigma_{j}^{i}(z)$ with $i \in\{1, \ldots, k\}$ and $j \in\{1, \ldots, d\}$, we denote by $\nabla \sigma$ : $\mathbb{R}^{k} \rightarrow \mathbb{R}^{k} \otimes\left(\mathbb{R}^{d}\right)^{*} \otimes\left(\mathbb{R}^{k}\right)^{*}$ its gradient and by $\nabla^{2} \sigma: \mathbb{R}^{k} \rightarrow \mathbb{R}^{k} \otimes\left(\mathbb{R}^{d}\right)^{*} \otimes\left(\mathbb{R}^{k}\right)^{*} \otimes\left(\mathbb{R}^{k}\right)^{*}$ its Hessian, represented for $i, a, b \in\{1, \ldots, k\}$ and $j \in\{1, \ldots, d\}$ by

$$
(\nabla \sigma(z))_{j a}^{i}=\frac{\partial \sigma_{j}^{i}}{\partial z_{a}}(z), \quad\left(\nabla^{2} \sigma(z)\right)_{j a b}^{i}=\frac{\partial^{2} \sigma_{j}^{i}}{\partial z_{a} \partial z_{b}}(z)
$$

Remark 2.5. (norm of the Gradient of Lipschitz functions) For a locally Lipschitz function $\psi: \mathbb{R}^{k} \rightarrow \mathbb{R}^{\ell}$ we can define the "norm of the gradient" at any point (even where $\psi$ may not be differentiable):

$$
|\nabla \psi(z)|:=\underset{y \rightarrow z}{\limsup } \frac{|\psi(y)-\psi(z)|}{|y-z|} \in[0, \infty)
$$

Similarly, $\left|\nabla^{2} \psi(z)\right|$ is well defined as soon as $\psi$ is differentiable with locally Lipschitz gradient $\nabla \psi$ (which is slightly less than requiring $\psi \in C^{2}$ ).

### 2.3. A PRIORI ESTIMATES

In this section we prove a priori estimates for solutions of (2.3) assuming that $\sigma$ is globally Lipschitz, that is $\|\nabla \sigma\|_{\infty}<\infty$ (recall Remark 2.5).

We first observe that if the driving path $X$ is of class $\mathcal{C}^{\alpha}$, then any solution $Z$ of (2.3) is also of class $\mathcal{C}^{\alpha}$, as soon as $\sigma$ is continuous.

Lemma 2.6. (HÖLDER REGULARity) Let $X$ be of class $\mathcal{C}^{\alpha}$ with $\left.\left.\alpha \in\right] 0,1\right]$ and let $\sigma$ be continuous. Then any solution $Z$ of (2.3) is of class $\mathcal{C}^{\alpha}$.

Proof. We know by Lemma 1.2 that $Z$ is continuous, more precisely by (1.6) we have $\left|\delta Z_{s t}\right| \leqslant C\left|\delta X_{s t}\right|+o(t-s)$ with $C<\infty$. Since $\left|\delta X_{s t}\right| \leqslant\|\delta X\|_{\alpha}(t-s)^{\alpha}$ and $o(t-s)=o\left((t-s)^{\alpha}\right)$ for any $\alpha \leqslant 1$, it follows that $Z \in \mathcal{C}^{\alpha}$.

We next formulate the announced a priori estimates. It is convenient to use the weighted semi-norms $\|\cdot\|_{\eta, \tau}$ in (1.33)-(1.34) (note that the usual norms $\|\cdot\|_{\eta}$ in (1.9) can be recovered by letting $\tau \rightarrow \infty)$.

Theorem 2.7. (A Priori estimates) Let $X$ be of class $\mathcal{C}^{\alpha}$ with $\left.\alpha \in\right] \frac{1}{2}$, 1] and let $\sigma$ be globally $\gamma$-Hölder with $\gamma \in\left(\frac{1}{\alpha}-1,1\right]$. Then, for any solution $Z:[0, T] \rightarrow \mathbb{R}^{k}$ of (2.3), the remainder $Z_{s t}^{[2]}:=\delta Z_{s t}-\sigma\left(Z_{s}\right) \delta X_{s t}$ satisfies $Z^{[2]} \in C_{2}^{(\gamma+1) \alpha}$, more precisely for any $\tau>0$
$\left\|Z^{[2]}\right\|_{(\gamma+1) \alpha, \tau} \leqslant C_{\alpha, \gamma, X, \sigma}\|\delta Z\|_{\alpha, \tau}^{\gamma} \quad$ with $C_{\alpha, \gamma, X, \sigma}:=K_{(\gamma+1) \alpha}\|\delta X\|_{\alpha}[\sigma]_{\mathcal{C}^{\gamma}}$,
where $K_{\eta}=\left(1-2^{1-\eta}\right)^{-1}$. Moreover, if either $T$ or $\tau$ is small enough, we have

$$
\begin{equation*}
\|\delta Z\|_{\alpha, \tau} \leqslant 1 \vee\left(2\|\delta X\|_{\alpha}\left|\sigma\left(Z_{0}\right)\right|\right) \quad \text { for }(\tau \wedge T)^{\alpha \gamma} \leqslant \varepsilon_{\alpha, \gamma, X, \sigma} \tag{2.11}
\end{equation*}
$$

where we define

$$
\begin{equation*}
\varepsilon_{\alpha, \gamma, X, \sigma}:=\frac{1}{2\left(K_{(\gamma+1) \alpha}+3\right)\|\delta X\|_{\alpha}[\sigma]_{\mathcal{C}^{\gamma}}} . \tag{2.12}
\end{equation*}
$$

If $\sigma$ is globally Lipschitz, namely if we can take $\gamma=1$, we can improve (2.11) to

$$
\begin{equation*}
\|\delta Z\|_{\alpha, \tau} \leqslant 2\|\delta X\|_{\alpha}\left|\sigma\left(Z_{0}\right)\right| \quad \text { for }(\tau \wedge T)^{\alpha} \leqslant \varepsilon_{\alpha, 1, X, \sigma} \tag{2.13}
\end{equation*}
$$

Proof. We first prove (2.10). Since $Z_{s t}^{[2]}=o(t-s)$ by definition of solution, see (2.4), we can estimate $Z^{[2]}$ in terms of $\delta Z^{[2]}$, by the weighted Sewing Bound (1.41). Let us compute $\delta Z_{s u t}^{[2]}=Z_{s t}^{[2]}-Z_{s u}^{[2]}-Z_{u t}^{[2]}$ : recalling (2.4) and (1.32), since $\delta \circ \delta=0$, we have

$$
\begin{equation*}
\delta Z_{s u t}^{[2]}=\delta \sigma(Z)_{s u} \delta X_{u t}=\left(\sigma\left(Z_{u}\right)-\sigma\left(Z_{s}\right)\right)\left(X_{t}-X_{u}\right) . \tag{2.14}
\end{equation*}
$$

Since $|\sigma(z)-\sigma(\bar{z})| \leqslant[\sigma]_{\mathcal{C}^{\gamma}}|z-\bar{z}|^{\gamma}$ for all $z, \bar{z} \in \mathbb{R}^{d}$, we can bound

$$
\begin{equation*}
\|\delta \sigma(Z)\|_{\gamma \alpha, \tau} \leqslant[\sigma]_{\mathcal{C}^{\gamma}}\|\delta Z\|_{\alpha, \tau}^{\gamma}, \tag{2.15}
\end{equation*}
$$

hence by (2.8) we obtain

$$
\left\|\delta Z^{[2]}\right\|_{(\gamma+1) \alpha, \tau} \leqslant\|\delta X\|_{\alpha}[\sigma]_{\mathcal{C}^{\gamma}}\|\delta Z\|_{\alpha, \tau}^{\gamma} .
$$

Applying the weighted Sewing Bound (1.41), for $(\gamma+1) \alpha>1$ we then obtain

$$
\begin{equation*}
\left\|Z^{[2]}\right\|_{(\gamma+1) \alpha, \tau} \leqslant K_{(\gamma+1) \alpha}\|\delta X\|_{\alpha}[\sigma]_{\mathcal{C}^{\gamma}}\|\delta Z\|_{\alpha, \tau}^{\gamma}, \tag{2.16}
\end{equation*}
$$

which proves (2.10).
We next prove (2.11). To simplify notation, let us set $\varepsilon:=(\tau \wedge T)^{\alpha}$. Recalling (2.7) and (2.6), we obtain by (2.4)

$$
\begin{align*}
\|\delta Z\|_{\alpha, \tau} & \leqslant\|\sigma(Z) \delta X\|_{\alpha, \tau}+\left\|Z^{[2]}\right\|_{\alpha, \tau} \\
& \leqslant\|\sigma(Z)\|_{\infty, \tau}\|\delta X\|_{\alpha}+\varepsilon^{\gamma}\left\|Z^{[2]}\right\|_{(\gamma+1) \alpha, \tau} \tag{2.17}
\end{align*}
$$

We can estimate $\|\sigma(Z)\|_{\infty, \tau}$ by (2.5) and (2.15):

$$
\|\sigma(Z)\|_{\infty, \tau} \leqslant\left|\sigma\left(Z_{0}\right)\right|+3 \varepsilon^{\gamma}[\sigma]_{\mathcal{C}^{\gamma}}\|\delta Z\|_{\alpha, \tau}^{\gamma}
$$

Plugging this and (2.16) into (2.17), we get

$$
\begin{aligned}
\|\delta Z\|_{\alpha, \tau} \leqslant & \left(\left|\sigma\left(Z_{0}\right)\right|+3 \varepsilon^{\gamma}[\sigma]_{\mathcal{C}^{\gamma}}\|\delta Z\|_{\alpha, \tau}^{\gamma}\right)\|\delta X\|_{\alpha}+ \\
& +\varepsilon^{\gamma} K_{(\gamma+1) \alpha}\|\delta X\|_{\alpha}[\sigma]_{\mathcal{C}^{\gamma}}\|\delta Z\|_{\alpha, \tau}^{\gamma} \\
= & \|\delta X\|_{\alpha}\left|\sigma\left(Z_{0}\right)\right|+\frac{1}{2} \frac{\varepsilon^{\gamma}}{\varepsilon_{\alpha, \gamma, X, \sigma}}\|\delta Z\|_{\alpha, \tau}^{\gamma}
\end{aligned}
$$

where $\varepsilon_{\alpha, \gamma, X, \sigma}$ is defined in (2.12). For $\varepsilon^{\gamma} \leqslant \varepsilon_{\alpha, \gamma, X, \sigma}$ the last term is bounded by $\frac{1}{2}\|\delta Z\|_{\alpha, \tau}^{\gamma}$ which is finite by Lemma 2.6. If $\|\delta Z\|_{\alpha, \tau} \leqslant 1$ then (2.11) holds trivially; if not, $\frac{1}{2}\|\delta Z\|_{\alpha, \tau}^{\gamma} \leqslant \frac{1}{2}\|\delta Z\|_{\alpha, \tau}$. Bringing this term in the LHS we obtain (2.11).

To prove (2.13), we argue as for (2.11) and since $\gamma=1$ we obtain

$$
\|\delta Z\|_{\alpha, \tau} \leqslant\|\delta X\|_{\alpha}\left|\sigma\left(Z_{0}\right)\right|+\frac{1}{2} \frac{\varepsilon}{\varepsilon_{\alpha, 1, X, \sigma}}\|\delta Z\|_{\alpha, \tau} .
$$

For $\varepsilon \leqslant \varepsilon_{\alpha, 1, X, \sigma}$ the last term is bounded by $\frac{1}{2}\|\delta Z\|_{\alpha, \tau}$ which is finite by Lemma 2.6. Bringing this term in the LHS we obtain (2.13), and this completes the proof.

### 2.4. UNIQUENESS

In this section we prove uniqueness of solutions to (2.3) assuming that $\sigma$ is of class $C^{1}$ with locally Hölder gradient (we stress that we make no boundedness assumption on $\sigma$ ). This improves on Theorem 1.7, both because we allow for non-linear $\sigma$ and because we do not require that the time horizon $T>0$ is small.

We first need an elementary but fundamental estimate on the difference of increments of a function. Given $\Psi: \mathbb{R}^{k} \rightarrow \mathbb{R}^{\ell}$, we use the notation

$$
\begin{equation*}
C_{\Psi, R}:=\sup \left\{|\Psi(x)|: \quad x \in \mathbb{R}^{k},|x| \leqslant R\right\} \tag{2.18}
\end{equation*}
$$

Lemma 2.8. (Difference of increments) Let $\psi: \mathbb{R}^{k} \rightarrow \mathbb{R}^{\ell}$ be of class $\mathcal{C}_{\text {loc }}^{1+\rho}$ for some $0<\rho \leqslant 1$ (i.e. $\psi$ is differentiable with $\nabla \psi$ of class $\mathcal{C}_{\text {loc }}^{\rho}$ ). Then for any $R>0$ and for all $x, \bar{x}, y, \bar{y} \in \mathbb{R}^{k}$ with $\max \{|x|,|y|,|\bar{x}|,|\bar{y}|\} \leqslant R$ we can estimate

$$
\begin{align*}
& |[\psi(x)-\psi(y)]-[\psi(\bar{x})-\psi(\bar{y})]| \\
& \quad \leqslant C_{R}^{\prime}|(x-y)-(\bar{x}-\bar{y})|+C_{R}^{\prime \prime}\left\{|x-y|^{\rho}+|\bar{x}-\bar{y}|^{\rho}\right\}|y-\bar{y}|, \tag{2.19}
\end{align*}
$$

where $C_{R}^{\prime}:=\sup \{|\nabla \psi(x)|:|x| \leqslant R\}$ and $C_{R}^{\prime \prime}:=\sup \left\{\frac{|\nabla \psi(x)-\nabla \psi(y)|}{|x-y|^{\rho}}:|x|,|y| \leqslant R\right\}$.

Proof. For $z, w \in \mathbb{R}^{k}$ we can write

$$
\psi(z)-\psi(w)=\hat{\psi}(z, w)(z-w)
$$

where $\hat{\psi}(z, w):=\int_{0}^{1} \nabla \psi(u z+(1-u) w) \mathrm{d} u \in \mathbb{R}^{\ell} \otimes\left(\mathbb{R}^{k}\right)^{*}$, therefore

$$
\begin{aligned}
{[\psi(x)-\psi(y)]-[\psi(\bar{x})-\psi(\bar{y})]=} & {[\psi(x)-\psi(\bar{x})]-[\psi(y)-\psi(\bar{y})] } \\
= & \hat{\psi}(x, \bar{x})(x-\bar{x})-\hat{\psi}(y, \bar{y})(y-\bar{y}) \\
= & \hat{\psi}(x, \bar{x})[(x-\bar{x})-(y-\bar{y})] \\
& +[\hat{\psi}(x, \bar{x})-\hat{\psi}(y, \bar{y})](y-\bar{y}) .
\end{aligned}
$$

By definition of $C_{R}^{\prime}$ and $C_{R}^{\prime \prime}$ we have $|\hat{\psi}(x, \bar{x})| \leqslant C_{R}^{\prime}$ and

$$
\begin{aligned}
|\hat{\psi}(x, \bar{x})-\hat{\psi}(y, \bar{y})| & \leqslant|\hat{\psi}(x, \bar{x})-\hat{\psi}(y, \bar{x})|+|\hat{\psi}(y, \bar{x})-\hat{\psi}(y, \bar{y})| \\
& \leqslant C_{R}^{\prime \prime}\left\{|x-y|^{\rho}+|\bar{x}-\bar{y}|^{\rho}\right\},
\end{aligned}
$$

hence (2.19) follows.
We are now ready to state and prove the announced uniqueness result.
Theorem 2.9. (Uniqueness) Let $X$ be of class $\mathcal{C}^{\alpha}$ with $\left.\alpha \in\right] \frac{1}{2}$, 1] and let $\sigma$ be of class $\mathcal{C}^{\gamma}$ for some $\gamma>\frac{1}{\alpha}$ (for instance, we can take $\sigma \in \mathcal{C}^{2}$ ). Then for every $z_{0} \in \mathbb{R}^{k}$ there exists at most one solution $Z$ to (2.3) with $Z_{0}=z_{0}$.

Proof. Let $Z$ and $\bar{Z}$ be two solutions of (2.3), i.e. they satisfy (2.4), and set

$$
Y:=Z-\bar{Z}
$$

We want to show that, for $\tau>0$ small enough, we have

$$
\|Y\|_{\infty, \tau} \leqslant 2\left|Y_{0}\right|
$$

where the weighted norm $\|\cdot\|_{\infty, \tau}$ was defined in (1.37). In particular, if we assume that $Z_{0}=\bar{Z}_{0}$, we obtain $\|Y\|_{\infty, \tau}=0$ and hence $Z=\bar{Z}$.

We know by (2.5) that for any $\tau>0$

$$
\begin{equation*}
\|Y\|_{\infty, \tau} \leqslant\left|Y_{0}\right|+3 \tau^{\alpha}\|\delta Y\|_{\alpha, \tau} \tag{2.20}
\end{equation*}
$$

where we recall that the weighted semi-norm $\|\cdot\|_{\alpha, \tau}$ was defined in (1.33). We now define $Y^{[2]}$ as the difference between the remainders $Z^{[2]}$ and $\bar{Z}^{[2]}$ of the solutions $Z$ and $\bar{Z}$ as defined in (2.4), that is

$$
\begin{equation*}
Y_{s t}^{[2]}:=Z_{s t}^{[2]}-\bar{Z}_{s t}^{[2]}=\delta Y_{s t}-\left(\sigma\left(Z_{s}\right)-\sigma\left(\bar{Z}_{s}\right)\right) \delta X_{s t} \tag{2.21}
\end{equation*}
$$

(We are slightly abusing notation, since $Y^{[2]}$ is not the remainder of $Y$ when $\sigma$ is not linear.) By assumption $\sigma \in \mathcal{C}^{\gamma}$ for some $\gamma>\frac{1}{\alpha}$ : renaming $\gamma$ as $\gamma \wedge 2$, we may assume that $\left.\gamma \in] \frac{1}{\alpha}, 2\right]$. We are going to prove the following inequalities: for any $\tau>0$

$$
\begin{gather*}
\|\delta Y\|_{\alpha, \tau} \leqslant c_{1}\|Y\|_{\infty, \tau}+\tau^{(\gamma-1) \alpha}\left\|Y^{[2]}\right\|_{\gamma \alpha, \tau},  \tag{2.22}\\
\left\|Y^{[2]}\right\|_{\gamma \alpha, \tau} \leqslant c_{2}\|Y\|_{\infty, \tau}+c_{2}^{\prime} \tau^{(\gamma-1) \alpha}\left\|Y^{[2]}\right\|_{\gamma \alpha, \tau}, \tag{2.23}
\end{gather*}
$$

for finite constants $c_{i}, c_{i}^{\prime}$ that may depend on $X, \sigma, Z, \bar{Z}$ but not on $\tau$.
Let us complete the proof assuming (2.22) and (2.23). Note that $(\gamma-1) \alpha>0$ by assumption. If we fix $\tau>0$ small, so that $c_{2}^{\prime} \tau^{(\gamma-1) \alpha}<\frac{1}{2}$, from (2.23) we get $\left\|Y^{[2]}\right\|_{\gamma \alpha, \tau} \leqslant 2 c_{2}\|Y\|_{\infty, \tau}$ which plugged into (2.22) yields $\|\delta Y\|_{\alpha, \tau} \leqslant 2 c_{1}\|Y\|_{\infty, \tau}$ for $\tau>0$ small (it suffices that $2 c_{2} \tau^{(\gamma-1) \alpha}<c_{1}$ ). Finally, plugging this into (2.20) and possibly choosing $\tau>0$ even smaller, we obtain our goal $\|Y\|_{\infty, \tau} \leqslant 2\left|Y_{0}\right|$ which completes the proof.

It remains to prove (2.22) and (2.23). Using the notation from Lemma 2.8 we set

$$
\begin{aligned}
& C_{1}^{\prime}:=\sup \left\{|\nabla \sigma(x)|:|x| \leqslant\|Z\|_{\infty} \vee\|\bar{Z}\|_{\infty}\right\}, \\
& C_{1}^{\prime \prime}:=\sup \left\{\frac{|\nabla \sigma(x)-\nabla \sigma(y)|}{|x-y|^{\rho}}:|x|,|y| \leqslant\|Z\|_{\infty} \vee\|\bar{Z}\|_{\infty}\right\} .
\end{aligned}
$$

so that $\left|\sigma\left(Z_{t}\right)-\sigma\left(\bar{Z}_{t}\right)\right| \leqslant C_{1}^{\prime}\left|Z_{t}-\bar{Z}_{t}\right|$ and, therefore,

$$
\begin{equation*}
\|\sigma(Z)-\sigma(\bar{Z})\|_{\infty, \tau} \leqslant C_{1}^{\prime}\|Y\|_{\infty, \tau} \tag{2.24}
\end{equation*}
$$

We now exploit (2.21) to estimate $\|\delta Y\|_{\alpha, \tau}$ : applying (2.7) we obtain

$$
\begin{align*}
\|\delta Y\|_{\alpha, \tau} & \leqslant\|\sigma(Z)-\sigma(\bar{Z})\|_{\infty, \tau}\|\delta X\|_{\alpha}+\left\|Y^{[2]}\right\|_{\alpha, \tau} \\
& \leqslant C_{1}^{\prime}\|Y\|_{\infty, \tau}\|\delta X\|_{\alpha}+\tau^{(\gamma-1) \alpha}\left\|Y^{[2]}\right\|_{\gamma \alpha, \tau} \tag{2.25}
\end{align*}
$$

where we note that $\left\|Y^{[2]}\right\|_{\alpha, \tau} \leqslant \tau^{(\gamma-1) \alpha}\left\|Y^{[2]}\right\|_{\gamma \alpha, \tau}$ by (2.6). We have shown that (2.22) holds with $c_{1}=C_{1}^{\prime}\|\delta X\|_{\alpha}$.

We finally prove (2.23). Since $Y_{s t}^{[2]}=o(t-s)$, see (2.21) and (2.4), we bound $Z^{[2]}$ by its increment $\delta Z^{[2]}$ through the weighted Sewing Bound (1.41):

$$
\begin{equation*}
\left\|Y^{[2]}\right\|_{\gamma \alpha, \tau} \leqslant K_{\gamma \alpha}\left\|\delta Y^{[2]}\right\|_{\gamma \alpha, \tau} \tag{2.26}
\end{equation*}
$$

hence we focus on $\left\|\delta Y^{[2]}\right\|_{\gamma \alpha, \tau}$. By (2.21) and (1.32), since $\delta \circ \delta=0$, we have

$$
\begin{equation*}
\delta Y_{s u t}^{[2]}=\left(\delta \sigma(Z)_{s u}-\delta \sigma(\bar{Z})_{s u}\right) \delta X_{u t} \tag{2.27}
\end{equation*}
$$

Applying the estimate (2.19) for $x=Z_{u}, y=Z_{s}, \bar{x}=\bar{Z}_{u}, \bar{y}=\bar{Z}_{s}$, we can write

$$
\begin{align*}
\left|\delta \sigma(Z)_{s u}-\delta \sigma(\bar{Z})_{s u}\right| & \leqslant C_{1}^{\prime}\left|\delta Z_{s u}-\delta \bar{Z}_{s u}\right|+C_{1}^{\prime \prime}\left\{\left|\delta Z_{s u}\right|^{\gamma-1}+\left|\delta \bar{Z}_{s u}\right|^{\gamma-1}\right\}\left|Z_{s}-\bar{Z}_{s}\right| \\
& =C_{1}^{\prime}\left|\delta Y_{s u}\right|+C_{1}^{\prime \prime}\left\{\left|\delta Z_{s u}\right|^{\gamma-1}+\left|\delta \bar{Z}_{s u}\right|^{\gamma-1}\right\}\left|Y_{s}\right| . \tag{2.28}
\end{align*}
$$

hence by (2.7) we get

$$
\begin{align*}
\|\delta \sigma(Z)-\delta \sigma(\bar{Z})\|_{(\gamma-1) \alpha, \tau} \leqslant & C_{1}^{\prime}\|\delta Y\|_{(\gamma-1) \alpha, \tau}+  \tag{2.29}\\
& +C_{1}^{\prime \prime}\left\{\|\delta Z\|_{\alpha}^{\gamma-1}+\|\delta \bar{Z}\|_{\alpha}^{\gamma-1}\right\}\|Y\|_{\infty, \tau}
\end{align*}
$$

If we take $\tau \leqslant 1$ we can bound $\|\delta Y\|_{(\gamma-1) \alpha, \tau} \leqslant\|\delta Y\|_{\alpha, \tau}$ by (2.6) (recall that we are assuming $\gamma \leqslant 2$ ). Then by (2.27) we obtain, recalling (2.8),

$$
\left\|\delta Y^{[2]}\right\|_{\gamma \alpha, \tau} \leqslant\|\delta X\|_{\alpha}\|\delta \sigma(Z)-\delta \sigma(\bar{Z})\|_{(\gamma-1) \alpha, \tau} \leqslant \tilde{c}_{1}\left(\|\delta Y\|_{\alpha, \tau}+\|Y\|_{\infty, \tau}\right)
$$

for a suitable (explicit) constant $\tilde{c}_{1}=\tilde{c}_{1}(\sigma, Z, \bar{Z}, X)$. Applying (2.22), we obtain

$$
\left\|\delta Y^{[2]}\right\|_{\gamma \alpha, \tau} \leqslant\left(c_{1}+1\right) \tilde{c}_{1}\|Y\|_{\infty, \tau}+\tilde{c}_{1} \tau^{(\gamma-1) \alpha}\left\|Y^{[2]}\right\|_{\gamma \alpha, \tau}
$$

which plugged into (2.26) shows that (2.23) holds. The proof is complete.
We conclude with an example of (2.19).
Example 2.10. If $\sigma: \mathbb{R} \rightarrow \mathbb{R}$ is $\sigma(x)=x^{2}$, then we have

$$
\begin{aligned}
&(\sigma(x)-\sigma(y))-(\sigma(\bar{x})-\sigma(\bar{y})) \\
& \quad=\left(x^{2}-y^{2}\right)-\left(\bar{x}^{2}-\bar{y}^{2}\right)=\left(x^{2}-\bar{x}^{2}\right)-\left(y^{2}-\bar{y}^{2}\right) \\
& \quad=(x-\bar{x})(x+\bar{x})-(y-\bar{y})(y+\bar{y}) \\
& \quad=[(x-\bar{x})-(y-\bar{y})](y+\bar{y})+(x-\bar{x})[(x+\bar{x})-(y+\bar{y})] \\
& \quad=[(x-\bar{x})-(y-\bar{y})](y+\bar{y})+(x-\bar{x})[(x-y)+(\bar{x}-\bar{y})],
\end{aligned}
$$

where in the second last equality we have summed and subtracted $(y-\bar{y})(x+\bar{x})$. If we use this formula for $x=Z_{t}, y=Z_{s}$ and $\bar{x}=\bar{Z}_{t}, \bar{y}=\bar{Z}_{s}$, then we obtain

$$
\delta\left(Z^{2}-\bar{Z}^{2}\right)_{s t}=\delta(Z-\bar{Z})_{s t}\left(Z_{s}+\bar{Z}_{s}\right)+\left(Z_{t}-\bar{Z}_{t}\right)\left[\delta Z_{s t}+\delta Z_{s t}\right]
$$

which is in the spirit of (2.19) with $\rho=1$. It follows that

$$
\left\|\delta\left(Z^{2}-\bar{Z}^{2}\right)\right\|_{\alpha} \leqslant 2\|\bar{Z}\|_{\infty}\|\delta(Z-\bar{Z})\|_{\alpha}+\|Z-\bar{Z}\|_{\infty}\left[\|\delta Z\|_{\alpha}+\|\delta \bar{Z}\|_{\alpha}\right]
$$

which is the form that (2.29) takes in this particular case.

### 2.5. CONTINUITY OF THE SOLUTION MAP

In this section we assume that $\sigma$ is globally Lipschitz and of class $C^{1}$ with a globally $\gamma$-Hölder gradient, i.e. $\|\nabla \sigma\|_{\infty}<\infty$ and $[\nabla \sigma]_{\mathcal{C}^{\gamma}}<\infty$, with $\gamma>\frac{1}{\alpha}$. Under these assumptions, we have global existence and uniqueness of solutions $Z:[0, T] \rightarrow \mathbb{R}^{k}$ to (2.3) for any time horizon $T>0$, for any starting point $Z_{0} \in \mathbb{R}^{k}$ and for any driving path $X$ of class $\mathcal{C}^{\alpha}$ with $\frac{1}{2}<\alpha \leqslant 1$ (as we will prove in Section 2.6).

We can thus consider the solution map:

$$
\begin{align*}
\Phi: \mathbb{R}^{k} \times \mathcal{C}^{\alpha} & \longrightarrow \mathcal{C}^{\alpha} \\
\left(Z_{0}, X\right) & \longmapsto Z:=\left\{\begin{array}{l}
\text { unique solution of }(2.3) \text { for } t \in[0, T] \\
\text { starting from } Z_{0}
\end{array}\right. \tag{2.30}
\end{align*}
$$

We prove in this section that this map is continuous, in fact locally Lipschitz.
Remark 2.11. The continuity of the solution map is a highly non-trivial property. Indeed, when $X$ is of class $C^{1}$, note that $Z$ solves the equation

$$
\begin{equation*}
Z_{t}=Z_{0}+\int_{0}^{t} \sigma\left(Z_{s}\right) \dot{X}_{s} \mathrm{ds} \tag{2.31}
\end{equation*}
$$

which is based on the derivative $\dot{X}$ of $X$. We instead consider driving paths $X \in \mathcal{C}^{\alpha}$ with $\left.\alpha \in] \frac{1}{2}, 1\right]$ which are continuous but may be non-differentiable.

We shall see in the next chapters that the continuity of the solution map holds also in more complex situations such as $X \in \mathcal{C}^{\alpha}$ with $\alpha \leqslant \frac{1}{2}$, which cover the case when $X$ is a Brownian motion and $Z$ is the solution to a SDE.

Before stating the continuity of the solution map, we recall that the space $\mathcal{C}^{\alpha}$ is equipped with the norm $\|f\|_{\mathcal{C}^{\alpha}}:=\|f\|_{\infty}+\|\delta f\|_{\alpha}$, see Remark 1.4, but an equivalent norm is $\|f\|_{\infty, \tau}+\|\delta f\|_{\alpha, \tau}$ for any choice of the weight $\tau>0$, see Remark 1.15.

Theorem 2.12. (Continuity of the solution map) Let $\sigma$ be globally Lipschitz with a globally $(\gamma-1)$-Hölder gradient: $\|\nabla \sigma\|_{\infty}<\infty$ and $[\nabla \sigma]_{\mathcal{C}^{\gamma-1}}<\infty$, with $\gamma \in\left(\frac{1}{\alpha}\right.$, 2]. Then, for any $T>0$ and $\left.\alpha \in] \frac{1}{2}, 1\right]$, the solution $\operatorname{map}\left(Z_{0}, X\right) \mapsto Z$ in (2.30) is locally Lipschitz.

More explicitly, given $M_{0}, M, D<\infty$, if we assume that

$$
\max \left\{\|\nabla \sigma\|_{\infty},[\nabla \sigma]_{\mathcal{C}^{\gamma-1}}\right\} \leqslant D
$$

and we consider starting points $Z_{0}, \bar{Z}_{0} \in \mathbb{R}^{d}$ and driving paths $X, \bar{X} \in \mathcal{C}^{\alpha}$ with

$$
\begin{equation*}
\max \left\{\left|\sigma\left(Z_{0}\right)\right|,\left|\sigma\left(\bar{Z}_{0}\right)\right|\right\} \leqslant M_{0}, \quad \max \left\{\|\delta X\|_{\alpha},\|\delta \bar{X}\|_{\alpha}\right\} \leqslant M \tag{2.32}
\end{equation*}
$$

then the corresponding solutions $Z=\left(Z_{s}\right)_{s \in[0, T]}, \bar{Z}=\left(\bar{Z}_{s}\right)_{s \in[0, T]}$ of (2.3) satisfy

$$
\begin{equation*}
\|Z-\bar{Z}\|_{\infty, \tau}+\|\delta Z-\delta \bar{Z}\|_{\alpha, \tau} \leqslant \mathfrak{C}_{M}\left|Z_{0}-\bar{Z}_{0}\right|+6 M_{0}\|\delta X-\delta \bar{X}\|_{\alpha}, \tag{2.33}
\end{equation*}
$$

provided $0<\tau \wedge T \leqslant \hat{\tau}$ for a suitable $\hat{\tau}=\hat{\tau}_{\alpha, \gamma, T, D, M_{0}, M}>0$, where we set

$$
\mathfrak{C}_{M}:=2\left(\|\nabla \sigma\|_{\infty} M+1\right) \leqslant 2(D M+1) .
$$

Proof. Let us define the constant

$$
\begin{equation*}
\mathfrak{c}_{M}:=\|\nabla \sigma\|_{\infty} M \leqslant D M . \tag{2.34}
\end{equation*}
$$

We fix two solutions $Z$ and $\bar{Z}$ of (2.3) with respective driving paths $X$ and $\bar{X}$. If we define $Y:=Z-\bar{Z}$, we can rewrite our goal (2.33) as

$$
\begin{equation*}
\|Y\|_{\infty, \tau}+\|\delta Y\|_{\alpha, \tau} \leqslant 6 M_{0}\|\delta X-\delta \bar{X}\|_{\alpha}+2\left(\mathfrak{c}_{M}+1\right)\left|Y_{0}\right| . \tag{2.35}
\end{equation*}
$$

Let us introduce the shorthand

$$
\varepsilon:=(\tau \wedge T)^{\alpha}
$$

and let us agree that, whenever we write for $\varepsilon$ small enough we mean for $0<\varepsilon \leqslant \varepsilon_{0}$ for a suitable $\varepsilon_{0}>0$ which depends on $\alpha, T, M_{0}, M, D$. By (2.5), for $\varepsilon$ small enough,

$$
\begin{equation*}
\|Y\|_{\infty, \tau} \leqslant\left|Y_{0}\right|+\varepsilon\|\delta Y\|_{\alpha, \tau} \leqslant\left|Y_{0}\right|+\frac{1}{5}\|\delta Y\|_{\alpha, \tau} \tag{2.36}
\end{equation*}
$$

hence to prove (2.35) we can focus on $\|\delta Y\|_{\alpha, \tau}$.
Recalling (2.4), let us define $Y^{[2]}:=Z^{[2]}-\bar{Z}^{[2]}$. We are going to establish the following two relations, for $\varepsilon$ small enough:

$$
\begin{gather*}
\frac{4}{5}\|\delta Y\|_{\alpha, \tau} \leqslant 2 M_{0}\|\delta X-\delta \bar{X}\|_{\alpha}+\mathfrak{c}_{M}\left|Y_{0}\right|+\left\|Y^{[2]}\right\|_{\alpha, \tau}  \tag{2.37}\\
\quad\left\|Y^{[2]}\right\|_{\alpha, \tau} \leqslant M_{0}\|\delta X-\delta \bar{X}\|_{\alpha}+\frac{1}{2}\left|Y_{0}\right|+\frac{1}{5}\|\delta Y\|_{\alpha, \tau} \tag{2.38}
\end{gather*}
$$

Plugging (2.38) into (2.37) and applying (2.36), we obtain (2.35).

It remains to prove (2.37) and (2.38). We record some useful bounds. Let us set

$$
\begin{equation*}
\bar{\varepsilon}=\bar{\varepsilon}_{\alpha, D, M}:=\frac{1}{2\left(K_{2 \alpha}+3\right) D M} . \tag{2.39}
\end{equation*}
$$

We exploit the a priori estimate (2.13) from Theorem 2.7: by (2.32), we have

$$
\begin{equation*}
\text { for } \varepsilon=(\tau \wedge T)^{\alpha} \leqslant \bar{\varepsilon}: \quad \max \left\{\|\delta Z\|_{\alpha, \tau},\|\delta \bar{Z}\|_{\alpha, \tau}\right\} \leqslant 2 M_{0} M \tag{2.40}
\end{equation*}
$$

therefore

$$
\begin{equation*}
\|\delta \sigma(Z)\|_{\alpha, \tau} \leqslant\|\nabla \sigma\|_{\infty}\|\delta Z\|_{\alpha, \tau} \leqslant 2\|\nabla \sigma\|_{\infty} M_{0} M=2 M_{0} \mathfrak{c}_{M}, \tag{2.41}
\end{equation*}
$$

and applying (2.5) and (2.32) we get, for $\varepsilon$ small enough,

$$
\begin{equation*}
\|\sigma(Z)\|_{\infty, \tau} \leqslant\left|\sigma\left(Z_{0}\right)\right|+3 \varepsilon\|\delta \sigma(Z)\|_{\alpha, \tau} \leqslant M_{0}\left(1+6 \mathfrak{c}_{M} \varepsilon\right) \leqslant 2 M_{0} \tag{2.42}
\end{equation*}
$$

We can now prove (2.37). Defining $Y^{[2]}:=Z^{[2]}-\bar{Z}^{[2]}$, we obtain from (2.4)

$$
\begin{aligned}
\delta Y_{s t}=\delta Z_{s t}-\delta \bar{Z}_{s t} & =\sigma\left(Z_{s}\right) \delta X_{s t}-\sigma\left(\bar{Z}_{s}\right) \delta \bar{X}_{s t}+Y_{s t}^{[2]} \\
& =\sigma\left(Z_{s}\right)(\delta X-\delta \bar{X})_{s t}+\left(\sigma\left(Z_{s}\right)-\sigma\left(\bar{Z}_{s}\right)\right) \delta \bar{X}_{s t}+Y_{s t}^{[2]},
\end{aligned}
$$

hence by (2.7) we can bound

$$
\begin{align*}
\|\delta Y\|_{\alpha, \tau} \leqslant & \|\sigma(Z)\|_{\infty, \tau}\|\delta X-\delta \bar{X}\|_{\alpha} \\
& +\|\delta \bar{X}\|_{\alpha}\|\sigma(Z)-\sigma(\bar{Z})\|_{\infty, \tau}+\left\|Y^{[2]}\right\|_{\alpha, \tau} \tag{2.43}
\end{align*}
$$

Let us look at the second term in the RHS of (2.43): by (2.5)

$$
\begin{align*}
\|\sigma(Z)-\sigma(\bar{Z})\|_{\infty, \tau} & \leqslant\|\nabla \sigma\|_{\infty}\|Z-\bar{Z}\|_{\infty, \tau}  \tag{2.44}\\
& \leqslant\|\nabla \sigma\|_{\infty}\left(\left|Y_{0}\right|+3 \varepsilon\|\delta Y\|_{\alpha, \tau}\right) .
\end{align*}
$$

Hence by (2.32) and (2.34) we get, for $\varepsilon$ small enough,

$$
\begin{equation*}
\|\delta \bar{X}\|_{\alpha}\|\sigma(Z)-\sigma(\bar{Z})\|_{\infty, \tau} \leqslant \mathfrak{c}_{M}\left|Y_{0}\right|+\frac{1}{5}\|\delta Y\|_{\alpha, \tau} \tag{2.45}
\end{equation*}
$$

Plugging this into (2.43) we then obtain, by (2.42),

$$
\begin{equation*}
\frac{4}{5}\|\delta Y\|_{\alpha, \tau} \leqslant 2 M_{0}\|\delta X-\delta \bar{X}\|_{\alpha}+\mathfrak{c}_{M}\left|Y_{0}\right|+\left\|Y^{[2]}\right\|_{\alpha, \tau} \tag{2.46}
\end{equation*}
$$

which proves (2.37).
We finally prove (2.38). Since $Y_{s t}^{[2]}=Z_{s t}^{[2]}-\bar{Z}_{s t}^{[2]}=o(t-s)$, see (2.4), the weighted Sewing Bound (1.41) and (2.6) give

$$
\begin{equation*}
\left\|Y^{[2]}\right\|_{\alpha, \tau} \leqslant \varepsilon^{\gamma-1}\left\|Y^{[2]}\right\|_{\gamma \alpha, \tau} \leqslant K_{\gamma \alpha} \varepsilon^{\gamma-1}\left\|\delta Y^{[2]}\right\|_{\gamma \alpha, \tau} . \tag{2.47}
\end{equation*}
$$

To estimate $\delta Y^{[2]}=\delta Z^{[2]}-\delta \bar{Z}^{[2]}$, note that by (2.4) and (1.32) we can write

$$
\begin{equation*}
\delta Y_{s u t}^{[2]}=\delta \sigma(Z)_{s u}(\delta X-\delta \bar{X})_{u t}+(\delta \sigma(Z)-\delta \sigma(\bar{Z}))_{s u} \delta \bar{X}_{u t} \tag{2.48}
\end{equation*}
$$

hence by (2.8)
$\left\|\delta Y^{[2]}\right\|_{\gamma \alpha, \tau} \leqslant\|\delta \sigma(Z)\|_{(\gamma-1) \alpha, \tau}\|\delta X-\delta \bar{X}\|_{\alpha}+\|\delta \bar{X}\|_{\alpha}\|\delta \sigma(Z)-\delta \sigma(\bar{Z})\|_{(\gamma-1) \alpha, \tau}$.

The first term is easy to control: by (2.41), for $\varepsilon$ small enough,

$$
\begin{equation*}
K_{\gamma \alpha} \varepsilon^{\gamma-1}\|\delta \sigma(Z)\|_{(\gamma-1) \alpha, \tau}\|\delta X-\delta \bar{X}\|_{\alpha} \leqslant M_{0}\|\delta X-\delta \bar{X}\|_{\alpha} . \tag{2.50}
\end{equation*}
$$

Let us now focus on the second term. By (2.19) we have, see also (2.28),

$$
\left|\delta \sigma(Z)_{s u}-\delta \sigma(\bar{Z})_{s u}\right| \leqslant\|\nabla \sigma\|_{\infty}\left|\delta Y_{s u}\right|+[\nabla \sigma]_{\mathcal{C}^{\gamma-1}}\left\{\left|\delta Z_{s u}\right|^{\gamma-1}+\left|\delta \bar{Z}_{s u}\right|^{\gamma-1}\right\}\left|Y_{s}\right| .
$$

We apply (2.9) for $H=\delta Z, g=Y$ and $\bar{\tau}=(\bar{\varepsilon})^{1 / \alpha}$ from (2.39):

$$
\begin{align*}
\|\delta \sigma(Z)-\delta \sigma(\bar{Z})\|_{(\gamma-1) \alpha, \tau} \leqslant & \|\nabla \sigma\|_{\infty}\|\delta Y\|_{(\gamma-1) \alpha, \tau}+ \\
& +[\nabla \sigma]_{\mathcal{C}^{\gamma-1}} \mathrm{e}^{\frac{T}{\bar{\tau}}}\left(\|\delta Z\|_{\alpha, \bar{\tau}}^{\gamma-1}+\|\delta \bar{Z}\|_{\alpha, \bar{\tau}}^{\gamma-1}\right)\|Y\|_{\infty, \tau} \\
\leqslant & D\|\delta Y\|_{\alpha, \tau}+2\left(2 M_{0} M\right)^{\gamma-1} \mathrm{e}^{\frac{T}{\bar{\tau}}} D\|Y\|_{\infty, \tau} \tag{2.51}
\end{align*}
$$

where we applied (2.40). Hence by (2.51), recalling (2.32), for $\varepsilon$ small enough we obtain

$$
\begin{equation*}
K_{\gamma \alpha} \varepsilon^{\gamma-1}\|\delta \bar{X}\|_{\alpha}\|\delta \sigma(Z)-\delta \sigma(\bar{Z})\|_{(\gamma-1) \alpha, \tau} \leqslant \frac{1}{10}\|\delta Y\|_{\alpha, \tau}+\frac{1}{2}\|Y\|_{\infty, \tau} \tag{2.52}
\end{equation*}
$$

and since $\|Y\|_{\infty, \tau} \leqslant\left|Y_{0}\right|+\frac{1}{5}\|\delta Y\|_{\alpha, \tau}$, see (2.36), we obtain

$$
K_{\gamma \alpha} \varepsilon^{\gamma-1}\|\delta \bar{X}\|_{\alpha}\|\delta \sigma(Z)-\delta \sigma(\bar{Z})\|_{(\gamma-1) \alpha, \tau} \leqslant \frac{1}{2}\left|Y_{0}\right|+\frac{1}{5}\|\delta Y\|_{\alpha, \tau}
$$

Finally, plugging this bound and (2.50) into (2.49) and (2.47), we obtain

$$
\left\|Y^{[2]}\right\|_{\alpha, \tau} \leqslant M_{0}\|\delta X-\delta \bar{X}\|_{\alpha}+\frac{1}{2}\left|Y_{0}\right|+\frac{1}{5}\|\delta Y\|_{\alpha, \tau},
$$

which proves (2.38) and completes the proof.
Remark 2.13. An explicit choice for $\hat{\tau}$ in Theorem 2.12 is

$$
\begin{equation*}
\hat{\tau}^{\alpha}:=\frac{\mathrm{e}^{-\frac{T}{\bar{\tau}}}}{10\left(K_{2 \alpha}+3\right)\left(1+M_{0}\right)\left(1+D\left(M+M^{2}\right)\right)}, \tag{2.53}
\end{equation*}
$$

with $\bar{\tau}=\bar{\tau}_{\alpha, D, M}$ defined in (2.39). This is obtained by tracking all the points in the proof of Theorem 2.12 where $\varepsilon=(\tau \wedge T)^{\alpha}$ was assumed to be small enough: see Section 2.8 for the details.

### 2.6. EULER SCHEME AND LOCAL/GLOBAL EXISTENCE

In this section we discuss global existence of solutions, under the assumption that $\sigma$ is globally $\gamma$-Hölder with $\gamma \in\left(\frac{1}{\alpha}-1,1\right]$, i.e. $[\sigma]_{\mathcal{C}^{\gamma}}<\infty$ (again with no boundedness assumption on $\sigma$ ). We also state a result of local existence of solutions for equation (2.3), where we only assume that $\sigma$ is locally $\gamma$-Hölder with $\gamma \in\left(\frac{1}{\alpha}-1,1\right]$ (with no boundedness assumption on $\sigma$ ).

We fix $X:[0, T] \rightarrow \mathbb{R}^{d}$ of class $\mathcal{C}^{\alpha}$ with $\left.\left.\alpha \in\right] \frac{1}{2}, 1\right]$ and a starting point $z_{0} \in \mathbb{R}^{k}$. We split the proof in two parts: we first assume that $\sigma: \mathbb{R}^{k} \rightarrow \mathbb{R}^{k} \otimes\left(\mathbb{R}^{d}\right)^{*}$ is globally $\gamma$ Hölder, then we consider the case when $\sigma$ is locally $\gamma$-Hölder.

## First part: globally Hölder case.

We consider a finite set $\mathbb{T}=\left\{0=t_{1}<\cdots<t_{\# \mathbb{T}}\right\} \subset \mathbb{R}_{+}$and we define an approximate solution $Z=Z^{\mathbb{T}}=\left(Z_{t}\right)_{t \in \mathbb{T}}$ through the Euler scheme

$$
\begin{equation*}
Z_{0}:=z_{0}, \quad Z_{t_{i+1}}:=Z_{t_{i}}+\sigma\left(Z_{t_{i}}\right) \delta X_{t_{i}, t_{i+1}} \quad \text { for } 1 \leqslant i \leqslant \# \mathbb{T}-1 \tag{2.54}
\end{equation*}
$$

Let us define the "remainder"

$$
\begin{equation*}
R_{s t}:=\delta Z_{s t}-\sigma\left(Z_{s}\right) \delta X_{s t} \quad \text { for } s<t \in \mathbb{T} . \tag{2.55}
\end{equation*}
$$

We assume that $\sigma$ is globally $\gamma$-Hölder, namely $[\sigma]_{\mathcal{C}^{\mathcal{C}}}<\infty$, with $\gamma \in\left(\frac{1}{\alpha}-1,1\right]$. We set

$$
\begin{equation*}
\hat{\varepsilon}_{\alpha, \gamma, X, \sigma}:=\frac{1}{2\left(C_{(\gamma+1) \alpha}+5\right)\|\delta X\|_{\alpha}[\sigma]_{\mathcal{C}^{\gamma}}}, \tag{2.56}
\end{equation*}
$$

where the constant $C_{\eta}$ is defined in (1.45). We prove the following a priori estimates on the Euler scheme (2.54), which are analogous to those in Theorem 2.7.

Lemma 2.14. If $\sigma$ is globally $\gamma$-Hölder, namely $[\sigma]_{\mathcal{C}^{\gamma}}<\infty$, with $\gamma \in\left(\frac{1}{\alpha}-1,1\right]$, then

$$
\begin{gather*}
\|R\|_{(\gamma+1) \alpha}^{\mathbb{T}} \leqslant C_{(\gamma+1) \alpha}[\sigma]_{\mathcal{C}^{\gamma}}\left(\|\delta Z\|_{\alpha}^{\mathbb{T}}\right)^{\gamma}\|\delta X\|_{\alpha}  \tag{2.57}\\
\text { and for } \tau^{\gamma \alpha} \leqslant \hat{\varepsilon}_{\alpha, \gamma, X, \sigma}: \quad\|\delta Z\|_{\alpha}^{\mathbb{T}} \leqslant 1 \vee\left(2\left|\sigma\left(z_{0}\right)\right|\|\delta X\|_{\alpha}\right) . \tag{2.58}
\end{gather*}
$$

Proof. Since $\delta R_{\text {sut }}=\left(\sigma\left(Z_{s}\right)-\sigma\left(Z_{u}\right)\right) \delta X_{u t}$, recall (1.32), and since $R_{t_{i} t_{i+1}}=0$ by (2.54), we can apply the discrete Sewing Bound (1.45) with $\eta=(\gamma+1) \alpha>1$ to get

$$
\begin{equation*}
\|R\|_{(\gamma+1) \alpha, \tau}^{\mathbb{T}} \leqslant C_{(\gamma+1) \alpha}\|\delta R\|_{(\gamma+1) \alpha, \tau}^{\mathbb{T}} \leqslant C_{(\gamma+1) \alpha}[\sigma]_{\mathcal{C}^{\gamma}}\left(\|\delta Z\|_{\alpha, \tau}^{\mathbb{T}}\right)^{\gamma}\|\delta X\|_{\alpha} \tag{2.59}
\end{equation*}
$$

We have proved (2.57).
We next prove (2.58). Recalling (2.55) we can bound, by (2.6) for $\|\cdot\|_{\gamma \alpha, \mathbb{T}_{n}}$,

$$
\|\delta Z\|_{\alpha, \tau}^{\mathbb{T}} \leqslant\|\sigma(Z)\|_{\infty, \tau}^{\mathbb{T}}\|\delta X\|_{\alpha}+\tau^{\gamma \alpha}\|R\|_{(\gamma+1) \alpha, \tau}^{\mathbb{T}}
$$

By (1.47)

$$
\|\sigma(Z)\|_{\infty, \tau}^{\mathbb{T}} \leqslant\left|\sigma\left(z_{0}\right)\right|+5 \tau^{\gamma \alpha}\|\delta \sigma(Z)\|_{\gamma \alpha, \tau}^{\mathbb{T}} \leqslant\left|\sigma\left(z_{0}\right)\right|+5 \tau^{\gamma \alpha}[\sigma]_{\mathcal{C}^{\gamma}}\left(\|\delta Z\|_{\alpha, \tau}^{\mathbb{T}}\right)^{\gamma} .
$$

We thus obtain, combining the previous bounds,

$$
\|\delta Z\|_{\alpha, \tau}^{\mathbb{T}} \leqslant\left|\sigma\left(z_{0}\right)\right|\|\delta X\|_{\alpha}+\left\{\tau^{\gamma \alpha}\left(C_{\gamma \alpha}+5\right)[\sigma]_{\mathcal{C}^{\gamma}}\|\delta X\|_{\alpha}\right\}\left(\|\delta Z\|_{\alpha, \tau}^{\mathbb{T}}\right)^{\gamma} .
$$

Now if $\|\delta Z\|_{\alpha, \tau}^{\mathbb{T}} \leqslant 1$ then (2.58) is proved, otherwise $\left(\|\delta Z\|_{\alpha, \tau}^{\mathbb{T}}\right)^{\gamma} \leqslant\|\delta Z\|_{\alpha, \tau}^{\mathbb{T}}$ and then for $\tau$ as in (2.56) the term in brackets is less than $\frac{1}{2}$ and we obtain (2.58).

We can now prove the following
Theorem 2.15. (Global existence) Let $X$ be of class $\mathcal{C}^{\alpha}$, with $\left.\left.\alpha \in\right] \frac{1}{2}, 1\right]$, and let $\sigma$ be globally $\gamma$-Hölder with $\gamma \in\left(\frac{1}{\alpha}-1,1\right]$, i.e. $[\sigma]_{\mathcal{C}^{\gamma}}<\infty$. For every $z_{0} \in \mathbb{R}^{k}$, with no restriction on $T>0$, there exists a solution $\left(Z_{t}\right)_{t \in[0, T]}$ of (2.3) with $Z_{0}=z_{0}$.

Proof. Given $n \in \mathbb{N}$, we construct an approximate solution $Z^{n}=\left(Z_{t}^{n}\right)_{t \in \mathbb{T}_{n}}$ of (2.3) defined in the discrete set of times $\mathbb{T}_{n}:=\left(\left\{i 2^{-n}: i=0,1, \ldots\right\} \cap[0, T]\right) \cup\{T\}$ through the Euler scheme (2.54).

$$
\begin{equation*}
Z_{0}^{n}:=z_{0}, \quad Z_{t_{i+1}}^{n}:=Z_{t_{i}}^{n}+\sigma\left(Z_{t_{i}}^{n}\right) \delta X_{t_{i}, t_{i+1}} \quad \text { for } t_{i}, t_{i+1} \in \mathbb{T}_{n} \tag{2.60}
\end{equation*}
$$

Let us define the "remainder"

$$
\begin{equation*}
R_{s t}^{n}:=\delta Z_{s t}^{n}-\sigma\left(Z_{s}^{n}\right) \delta X_{s t} \quad \text { for } s<t \in \mathbb{T}_{n} \tag{2.61}
\end{equation*}
$$

We fix $T>0$ such that
We extend $Z^{n}$ by linear interpolation to a continuous function defined on $[0, T]$, still denoted by $Z^{n}$. Given two points $t_{i} \leqslant s<t \leqslant t_{i+1}$ inside the same interval $\left[t_{i}, t_{i+1}\right]$ of the partition $\mathbb{T}_{n}$, since $\delta Z_{s t}^{n}=\frac{t-s}{t_{i+1}-t_{i}} \delta Z_{t_{i} t_{i+1}}^{n}$, we can bound for $\alpha \in(0,1]$

$$
\frac{\left|\delta Z_{s t}^{n}\right|}{(t-s)^{\alpha}}=\left(\frac{t-s}{t_{i+1}-t_{i}}\right)^{1-\alpha} \frac{\left|\delta Z_{t_{i} t_{i+1}}^{n}\right|}{\left(t_{i+1}-t_{i}\right)^{\alpha}} \leqslant \frac{\left|\delta Z_{t_{i} t_{i+1}}^{n}\right|}{\left(t_{i+1}-t_{i}\right)^{\alpha}} .
$$

Given two points $s<t$ in different intervals, say $t_{i} \leqslant s \leqslant t_{i+1} \leqslant t_{j} \leqslant t \leqslant t_{j+1}$ for some $i<j$, by the triangle inequality we can bound $\left|\delta Z_{s t}^{n}\right| \leqslant\left|\delta Z_{s t_{i+1}}^{n}\right|+\left|\delta Z_{t_{i+1} t_{j}}^{n}\right|+\left|\delta Z_{t_{j} t}^{n}\right|$. Recalling (1.9) and (1.43), we then obtain $\|\cdot\|_{\alpha} \leqslant 3\|\cdot\|_{\alpha}^{\mathbb{T}_{n}}$, hence by (2.58) we get

$$
\begin{equation*}
\left\|\delta Z^{n}\right\|_{\alpha, \tau} \leqslant 3 \vee\left(6\left|\sigma\left(z_{0}\right)\right|\|\delta X\|_{\alpha}\right) \tag{2.62}
\end{equation*}
$$

The family $\left(Z^{n}\right)_{n \in \mathbb{N}}$ is equi-continuous by (2.62) and equi-bounded, since $Z_{0}^{n}=z_{0}$ for all $n \in \mathbb{N}$, hence by the ArzelĂă-Ascoli Theorem it is compact in the space $C\left([0, T], \mathbb{R}^{k}\right)$. Let us denote by $Z:[0, T] \rightarrow \mathbb{R}^{k}$ any limit point. Plugging (2.58) into (2.57), by (2.61) we can write

$$
\begin{equation*}
\text { if } T^{\alpha} \leqslant \hat{\varepsilon}_{\alpha, X, \sigma}: \quad\left|\delta Z_{s t}^{n}-\sigma\left(Z_{s}^{n}\right) \delta X_{s t}\right| \leqslant c\left(z_{0}\right)(t-s)^{2 \alpha} \quad \forall s<t \in \mathbb{T}_{n}, \tag{2.63}
\end{equation*}
$$

where $c\left(z_{0}\right):=C_{(\gamma+1) \alpha}[\sigma]_{\mathcal{C}^{\gamma}}\left(3 \vee\left(6\left|\sigma\left(z_{0}\right)\right|\|\delta X\|_{\alpha}\right)\right)^{\gamma}\|\delta X\|_{\alpha}$. Letting $n \rightarrow \infty$ and observing that $\mathbb{T}_{n} \subseteq \mathbb{T}_{n+1}$, we see that (2.63) still holds with $Z^{n}$ replaced by $Z$ and $\mathbb{T}_{n}$ replaced by the set $\mathbb{T}:=\bigcup_{\ell \in \mathbb{N}} \mathbb{T}_{2^{\ell}}=\left(\left\{\frac{i}{2^{n}}: i, n \in \mathbb{N}\right\} \cap[0, T]\right) \cup\{T\}$ of dyadic rationals:

$$
\text { if } T^{\alpha} \leqslant \hat{\varepsilon}_{\alpha, X, \sigma}: \quad\left|\delta Z_{s t}-\sigma\left(Z_{s}\right) \delta X_{s t}\right| \leqslant c\left(z_{0}\right)(t-s)^{2 \alpha} \quad \forall s<t \in \mathbb{T}
$$

Since $\mathbb{T}$ is dense in $[0, T]$ and $Z$ is continuous, this bound extends to all $0 \leqslant s<t \leqslant T$, which shows that $Z$ is a solution of (2.3). This completes the proof.

## Second part: locally Lipschitz case.

We now assume that $\sigma$ is locally $\gamma$-Hölder and we fix $z_{0} \in \mathbb{R}^{k}$. We also fix $T>0$ such that $T \leqslant \tilde{\varepsilon}_{\alpha, X, \sigma}\left(z_{0}\right)$, see (2.64), and we prove that there exists a solution $Z:[0, T] \rightarrow \mathbb{R}^{k}$ of (2.3) with $Z_{0}=z_{0}$.

Theorem 2.16. (Local existence) Let $X$ be of class $\mathcal{C}^{\alpha}$, with $\left.\left.\alpha \in\right] \frac{1}{2}, 1\right]$, and let $\sigma$ be locally Lipschitz (e.g. of class $C^{1}$ ). For any $z_{0} \in \mathbb{R}^{k}$ and for $T>0$ small enough, i.e.

$$
\begin{equation*}
T^{\alpha} \leqslant \tilde{\varepsilon}_{\alpha, X, \sigma}\left(z_{0}\right):=\frac{1}{2} \frac{1}{\left(C_{2 \alpha}+3\right)\|\delta X\|_{\alpha}\left\{1+\sup _{\left|z-z_{0}\right| \leqslant\left|\sigma\left(z_{0}\right)\right|}|\nabla \sigma(z)|\right\}} \tag{2.64}
\end{equation*}
$$

there exists a solution $\left(Z_{t}\right)_{t \in[0, T]}$ of (2.3) with $Z_{0}=z_{0}$.
Let $\tilde{\sigma}$ be a globally $\gamma$-Hölder function (depending on $z_{0}$ ) such that

$$
\begin{equation*}
\tilde{\sigma}(z)=\sigma(z) \quad \forall\left|z-z_{0}\right| \leqslant \sigma\left(z_{0}\right) \quad \text { and } \quad[\tilde{\sigma}]_{\mathcal{C}^{\gamma}}=\sup _{\left|z-z_{0}\right| \leqslant \sigma\left(z_{0}\right)}|\nabla \sigma(z)| \tag{2.65}
\end{equation*}
$$

Since $T \leqslant \tilde{\varepsilon}_{\alpha, X, \sigma}\left(z_{0}\right) \leqslant \hat{\varepsilon}_{\alpha, X, \sigma}$, see (2.64) and (2.56), by the first part of the proof there exists a solution $Z$ of (2.3) with $\tilde{\sigma}$ in place of $\sigma$ and $Z_{0}=z_{0}$. We will prove that

$$
\begin{equation*}
\left|Z_{t}-z_{0}\right| \leqslant \sigma\left(z_{0}\right) \text { for all } t \in[0, T] \tag{2.66}
\end{equation*}
$$

therefore $\tilde{\sigma}\left(Z_{t}\right)=\sigma\left(Z_{t}\right)$ for all $t \in[0, T]$, see (2.65). This means that $Z$ is a solution of the original (2.3) with $\sigma$, which completes the proof of Theorem 2.16.

To prove (2.66), we apply the a priori estimate (2.13) with $\tau=\infty$ : we note that $T \leqslant \tilde{\varepsilon}_{\alpha, X, \sigma}\left(z_{0}\right) \leqslant \varepsilon_{\alpha, X, \sigma}$ (see (2.64) and (2.12), and note that $\left.C_{2 \alpha} \geqslant K_{2 \alpha}\right)$, therefore

$$
\|\delta Z\|_{\alpha} \leqslant 2\|\delta X\|_{\alpha}\left|\sigma\left(z_{0}\right)\right|
$$

because $\tilde{\sigma}\left(z_{0}\right)=\sigma\left(z_{0}\right)$. Then for every $t \in[0, T]$ we can bound

$$
\left|Z_{t}-z_{0}\right| \leqslant T^{\alpha}\|\delta Z\|_{\alpha} \leqslant 2 T^{\alpha}\|\delta X\|_{\alpha}\left|\sigma\left(z_{0}\right)\right| \leqslant\left|\sigma\left(z_{0}\right)\right|,
$$

where the last inequality holds because $T^{\alpha} \leqslant \tilde{\varepsilon}_{\alpha, X, \sigma}\left(z_{0}\right) \leqslant\left(2\|\delta X\|_{\alpha}\right)^{-1}$, see (2.64). This completes the proof of (2.66).

### 2.7. Error estimate in the Euler scheme

We suppose in this section that $\sigma$ is of class $C^{2}$ with $\|\nabla \sigma\|_{\infty}+\left\|\nabla^{2} \sigma\right\|_{\infty}<+\infty$.
Theorem 2.17. The Euler scheme converges at speed $n^{2 \alpha-1}$.
Proof. Let us set $z_{i}:=\partial y_{i} / \partial y_{0}$, where $\left(y_{i}\right)_{i \geqslant 0}$ is defined by (2.60). Then

$$
z_{i+1}=z_{i}+\nabla \sigma\left(y_{i}\right) z_{i} \delta X_{t_{i} t_{i+1}}, \quad i \geqslant 0 .
$$

This shows that the pair $\left(y_{i}, z_{i}\right)_{i \geqslant 0}$ satisfies a recurrence which is similar to (2.60) with a map $\Sigma$ of class $C^{1}$ and therefore we can apply the above results to obtain that $\left|z_{i}\right| \leqslant$ const. In particular the map $y_{0} \rightarrow y_{k}$ is Lipschitz-continuous, uniformly over $k \geqslant 0$.

Let us call, for $k \geqslant 0,\left(z_{\ell}^{(k)}\right)_{\ell \geqslant k}$ as the sequence which satisfies (2.60) but has initial value $z_{k}^{(k)}=y\left(t_{k}\right)$. Since $(y(t))_{t \geqslant 0}$ is a solution to (2.4), we have

$$
\left|z_{k+1}^{(k)}-y\left(t_{k+1}\right)\right| \lesssim n^{-2 \alpha}
$$

Since the map $y_{0} \rightarrow y_{k}$ is Lipschitz-continuous uniformly over $k \geqslant 0$, we have

$$
\left|z_{\ell}^{(k)}-z_{\ell}^{(k+1)}\right| \lesssim\left|z_{k+1}^{(k)}-y\left(t_{k+1}\right)\right| \lesssim n^{-2 \alpha}, \quad \ell \geqslant k+1
$$

Therefore

$$
\left|y_{\ell}-y\left(t_{\ell}\right)\right|=\left|z_{\ell}^{(0)}-z_{\ell}^{(\ell)}\right| \leqslant \sum_{k=0}^{\ell-1}\left|z_{\ell}^{(k)}-z_{\ell}^{(k+1)}\right| \lesssim \frac{\ell}{n^{2 \alpha}}=\frac{t_{\ell}}{n^{2 \alpha-1}} \rightarrow 0
$$

as $t_{\ell}$ is bounded and $n \rightarrow \infty$.

### 2.8. EXTRA: A VALUE FOR $\hat{\tau}$

We can give an explicit expression for $\hat{\tau}=\hat{\tau}_{M_{0, M, T}}$ in Theorem 2.12, by tracking all the points in the proof where $\tau$ is small enough, namely:

- for (2.36) we need $\tau^{\alpha} \leqslant \frac{1}{15}$;
- for (2.40) we need $\tau^{\alpha} \leqslant\left(\hat{\rho}_{M}\right)^{\alpha}:=\left(2\left(K_{2 \alpha}+3\right) \mathfrak{c}_{M}\right)^{-1}$;
- for (2.42) we need $\tau^{\alpha} \leqslant\left(6 \mathfrak{c}_{M}\right)^{-1}$, for (2.45) we need $\tau^{\alpha} \leqslant\left(15 \mathfrak{c}_{M}\right)^{-1}$;
- for (2.50) we need $\tau^{(\gamma-1) \alpha} \leqslant\left(2 K_{\gamma \alpha} \mathfrak{c}_{M}\right)^{-1}$;
- for (2.52) we need $\tau^{(\gamma-1) \alpha} \leqslant\left(10 K_{\gamma \alpha} \boldsymbol{c}_{M}\right)^{-1}$ (first term in the RHS) and also $\tau^{(\gamma-1) \alpha} \leqslant\left(K_{\gamma \alpha} \mathrm{e}^{\frac{T}{\bar{\rho}_{M}}} M_{0} M^{2}\left\|\nabla^{2} \sigma\right\|_{\infty}\right)^{-1}$ (second term in the RHS).
Since $\mathfrak{c}_{M}=M\|\nabla \sigma\|_{\infty}$, see (2.34), it is easy to check that all these constraints are satisfied for $0<\tau \leqslant \hat{\tau}$ given by formula (2.53) in Remark 2.13.


## Chapter 3

## DIfference Equations: THE ROUGH CASE

We have so far considered the difference equation (2.3), that is

$$
\begin{equation*}
Z_{t}-Z_{s}=\sigma\left(Z_{s}\right)\left(X_{t}-X_{s}\right)+o(t-s), \quad 0 \leqslant s \leqslant t \leqslant T \tag{3.1}
\end{equation*}
$$

where $X$ is given, $Z$ is the unknown and $\sigma(\cdot)$ is sufficiently regular. This is a generalization of the differential equation $\dot{Z}_{t}=\sigma\left(Z_{t}\right) \dot{X}_{t}$ which is meaningful for non smooth $X$, as we showed in Chapter 2, where we proved well-posedness in the socalled Young case, i.e. assuming that $X \in \mathcal{C}^{\alpha}$ with $\left.\left.\alpha \in\right] \frac{1}{2}, 1\right]$.

However, the restriction $\alpha>\frac{1}{2}$ is a substantial limitation: in particular, we cannot take $X=B$ as a typical path of Brownian motion, which is in $\mathcal{C}^{\alpha}$ only for $\alpha<\frac{1}{2}$. For this reason, we show in this chapter how to enrich the difference equation (3.1) and prove well-posedness when $X \in \mathcal{C}^{\alpha}$ with $\left.\left.\alpha \in\right] \frac{1}{3}, \frac{1}{2}\right]$, called the rough case. This will be applied to Brownian motion in the next Chapter 4, in order to obtain a robust formulation of classical stochastic differential equations.

Remark 3.1. (Young vs. Rough case) The restriction $\alpha>\frac{1}{2}$ for the study of the difference equation (3.1) has a substantial reason, namely there is no solution to (3.1) for general $X \in \mathcal{C}^{\alpha}$ with $\alpha \leqslant \frac{1}{2}$. Indeed, taking the "increment" $\delta$ of both sides of (3.1) and recalling (1.23) and (1.32), we obtain

$$
\begin{equation*}
\left(\sigma\left(Z_{u}\right)-\sigma\left(Z_{s}\right)\right)\left(X_{t}-X_{u}\right)=o(t-s) \quad \text { for } 0 \leqslant s \leqslant u \leqslant t \leqslant T \tag{3.2}
\end{equation*}
$$

If $X \in \mathcal{C}^{\alpha}$, for any $\alpha \in(0,1]$, then we know from Lemma 2.6 that $Z \in \mathcal{C}^{\alpha}$, but not better in general (e.g. when $\sigma(\cdot) \equiv c$ is constant we have $Z=c X$ ), hence the LHS of (3.2) is $\lesssim(u-s)^{\alpha}(t-u)^{\alpha} \lesssim(t-s)^{2 \alpha}$, but not better in general. This shows that the restriction $\alpha>\frac{1}{2}$ is generally necessary for (3.1) to have solutions.

### 3.1. Enhanced Taylor expansion

We fix $d, k \in \mathbb{N}$, a time horizon $T>0$ and a sufficiently regular function $\sigma: \mathbb{R}^{k} \rightarrow$ $\mathbb{R}^{k} \otimes\left(\mathbb{R}^{d}\right)^{*}$. Our goal is to give a meaning to the integral equation

$$
\begin{equation*}
Z_{t}=Z_{0}+\int_{0}^{t} \sigma\left(Z_{s}\right) \dot{X}_{s} \mathrm{~d} s, \quad 0 \leqslant t \leqslant T \tag{3.3}
\end{equation*}
$$

where $Z:[0, T] \rightarrow \mathbb{R}^{k}$ is the unknown and $X:[0, T] \rightarrow \mathbb{R}^{d}$ is a non smooth path, more precisely $X \in \mathcal{C}^{\alpha}$ with $\left.\left.\alpha \in\right] \frac{1}{3}, \frac{1}{2}\right]$.

The difference equation (3.1) is no longer enough, for the crucial reason that typically it admits no solutions for $\alpha \leqslant \frac{1}{2}$, see Remark 3.1. We are going to solve this problem by enriching the RHS of (3.1) in a suitable, but non canonical way: this leads to the key notion of rough path which is central in this book.

To provide motivation, suppose for the moment that $X$ is continuously differentiable, so that (3.3) is meaningful. As we saw in (1.3), an integration yields for $s<t$

$$
\begin{equation*}
Z_{t}-Z_{s}=\sigma\left(Z_{s}\right)\left(X_{t}-X_{s}\right)+\int_{s}^{t}\left(\sigma\left(Z_{u}\right)-\sigma\left(Z_{s}\right)\right) \dot{X}_{u} \mathrm{~d} u \tag{3.4}
\end{equation*}
$$

In Chapter 1 we observed that the integral is $o(t-s)$, which leads to the difference equation (3.1). More precisely, the integral is $O\left((t-s)^{2}\right)$ if $X \in C^{1}$ and $\sigma$ is locally Lipschitz (note that $Z \in C^{1}$ ). The idea is now to go further, expanding the integral to get a more accurate local description, with a better remainder $O\left((t-s)^{3}\right)$.

To this purpose, we assume that $\sigma$ is differentiable and we introduce the key function $\sigma_{2}: \mathbb{R}^{k} \rightarrow \mathbb{R}^{k} \otimes\left(\mathbb{R}^{d}\right)^{*} \otimes\left(\mathbb{R}^{d}\right)^{*}$ by

$$
\begin{equation*}
\sigma_{2}(z):=\nabla \sigma(z) \sigma(z), \quad \text { i.e. } \quad\left[\sigma_{2}(z)\right]_{j \ell}^{i}:=\sum_{a=1}^{k} \frac{\partial \sigma_{j}^{i}}{\partial z_{a}}(z) \sigma_{\ell}^{a}(z) . \tag{3.5}
\end{equation*}
$$

Since $\frac{\mathrm{d}}{\mathrm{d} r} \sigma\left(Z_{r}\right)=\nabla \sigma\left(Z_{r}\right) \dot{Z}_{r}=\sigma_{2}\left(Z_{r}\right) \dot{X}_{r}$ by (3.3), we can write for $s<u$

$$
\begin{align*}
\sigma\left(Z_{u}\right)-\sigma\left(Z_{s}\right) & =\int_{s}^{u} \sigma_{2}\left(Z_{r}\right) \dot{X}_{r} \mathrm{~d} r \\
& =\sigma_{2}\left(Z_{s}\right)\left(X_{u}-X_{s}\right)+\int_{s}^{u}\left(\sigma_{2}\left(Z_{r}\right)-\sigma_{2}\left(Z_{s}\right)\right) \dot{X}_{r} \mathrm{~d} r \tag{3.6}
\end{align*}
$$

where for $z \in \mathbb{R}^{d}$ and $a \in \mathbb{R}^{d}$ we define $\sigma_{2}(z) a \in \mathbb{R}^{k} \otimes\left(\mathbb{R}^{d}\right)^{*}$ by

$$
\left[\sigma_{2}(z) a\right]_{j}^{i}=\sum_{\ell=1}^{d}\left[\sigma_{2}(z)\right]_{j_{\ell}}^{i} a^{\ell}
$$

If we assume that $\sigma_{2}$ is locally Lipschitz, then the last integral in (3.6) is $O\left((u-s)^{2}\right)$ (recall that $X \in C^{1}$ ). Plugging this into (3.4), we then obtain

$$
\begin{equation*}
Z_{t}-Z_{s}=\sigma\left(Z_{s}\right)\left(X_{t}-X_{s}\right)+\sigma_{2}\left(Z_{s}\right) \int_{s}^{t}\left(X_{u}-X_{s}\right) \otimes \dot{X}_{u} \mathrm{~d} u+O\left((t-s)^{3}\right) \tag{3.7}
\end{equation*}
$$

where now for $z \in \mathbb{R}^{d}$ and $B \in \mathbb{R}^{d} \otimes \mathbb{R}^{d}$ we define $\sigma_{2}(z) B \in \mathbb{R}^{k}$ by

$$
\begin{equation*}
\left[\sigma_{2}(z) B\right]^{i}=\sum_{\ell, m=1}^{d}\left[\sigma_{2}(z)\right]_{\ell m}^{i} B^{m \ell} \tag{3.8}
\end{equation*}
$$

Let us rewrite the integral in the right-hand side of (3.7) more conveniently. To this purpose we introduce the shorthands

$$
\begin{equation*}
\mathbb{X}_{s t}^{1}:=X_{t}-X_{s}, \quad \mathbb{X}_{s t}^{2}:=\int_{s}^{t}\left(X_{r}-X_{s}\right) \otimes \dot{X}_{r} \mathrm{~d} r, \quad 0 \leqslant s \leqslant t \leqslant T \tag{3.9}
\end{equation*}
$$

so that $\mathbb{X}^{1}:[0, T]^{2} \rightarrow \mathbb{R}^{d}$ and $\mathbb{X}^{2}:[0, T]^{2} \rightarrow \mathbb{R}^{d} \otimes \mathbb{R}^{d}$, see (1.7). More explicitly:

$$
\left(\mathbb{X}_{s t}^{2}\right)^{i j}:=\int_{s}^{t}\left(X_{r}^{i}-X_{s}^{i}\right) \dot{X}_{r}^{j} \mathrm{~d} r, \quad i, j \in\{1, \ldots, d\} .
$$

We can thus rewrite (3.7), replacing $O\left((t-s)^{3}\right)$ by $o(t-s)$, in the compact form

$$
\begin{equation*}
Z_{t}-Z_{s}=\sigma\left(Z_{s}\right) \mathbb{X}_{s t}^{1}+\sigma_{2}\left(Z_{s}\right) \mathbb{X}_{s t}^{2}+o(t-s), \quad 0 \leqslant s \leqslant t \leqslant T, \tag{3.10}
\end{equation*}
$$

where for the product $\sigma_{2}\left(Z_{s}\right) \mathbb{X}_{s t}^{2}$ we use the contraction rule (3.8).
We have obtained an enhanced Taylor expansion: comparing with (3.1), we added a "second order term" containing $\mathbb{X}_{s}^{2}$. The idea is to take this new difference equation, that we call rough difference equation, as a generalized formulation of the differential equation (3.3), just as we did in Chapter 1 (see Section 1.2). However, there is a problem: the term $\mathbb{X}_{s t}^{2}$ depends on the derivative $\dot{X}$, see (3.9), so it is not clearly defined for a non-differentiable $X$.

To overcome this problem, we will assign a suitable function $\mathbb{X}^{2}=\left(\mathbb{X}_{s t}^{2}\right)_{0 \leqslant s \leqslant t \leqslant T}$ playing the role of the integral (3.9) when $X$ is not differentiable: this leads to the notion of rough paths, defined in the next section and studied in depth in Chapter 7. We will show in this chapter that rough paths are the key to a robust solution theory of rough difference equations when $X$ of class $\mathcal{C}^{\alpha}$ with $\alpha \in\left(\frac{1}{3}, \frac{1}{2}\right]$.

### 3.2. Rough paths

Let us fix a path $X:[0, T] \rightarrow \mathbb{R}^{d}$ of class $\mathcal{C}^{\alpha}$ with $\alpha \in\left(\frac{1}{3}, \frac{1}{2}\right]$. Motivated by the previous section, we are going to reformulate the ill-posed integral equation (3.3) as the difference equation (3.10), which contains $\mathbb{X}^{1}$ and $\mathbb{X}^{2}$.

We can certainly define $\mathbb{X}_{s t}^{1}:=X_{t}-X_{s}$ as in (3.9), but there is no canonical definition of $\mathbb{X}_{s t}^{2}=\int_{s}^{t}\left(X_{r}-X_{s}\right) \otimes \dot{X}_{r} \mathrm{~d} r$, since $X$ may not be differentiable. We therefore assign a function $\mathbb{X}_{s t}^{2}$ which satisfies suitable properties. Note that when $X$ is continuously differentiable the function $\mathbb{X}^{2}$ in (3.9) satisfies:

- an algebraic identity known as Chen's relation: for $0 \leqslant s \leqslant u \leqslant t \leqslant T$

$$
\begin{equation*}
\mathbb{X}_{s t}^{2}-\mathbb{X}_{s u}^{2}-\mathbb{X}_{u t}^{2}=\mathbb{X}_{s u}^{1} \otimes \mathbb{X}_{u t}^{1}=\left(X_{u}-X_{s}\right) \otimes\left(X_{t}-X_{u}\right), \tag{3.11}
\end{equation*}
$$

which follows from (3.9) noting that

$$
\mathbb{X}_{s t}^{2}-\mathbb{X}_{s u}^{2}-\mathbb{X}_{u t}^{2}=\int_{u}^{t}\left(X_{r}-X_{s}\right) \otimes \dot{X}_{r} \mathrm{~d} r=\left(X_{u}-X_{s}\right) \otimes\left(X_{t}-X_{u}\right) ;
$$

- the analytic bounds

$$
\begin{equation*}
\left|\mathbb{X}_{s t}^{1}\right| \lesssim|t-s|, \quad\left|\mathbb{X}_{s t}^{2}\right| \lesssim|t-s|^{2}, \tag{3.12}
\end{equation*}
$$

which follow from the fact that $\dot{X}$ is bounded.
The algebraic relation (3.11) is still meaningful for non-differentiable $X$, while the analytic bounds (3.12) can naturally be adapted to the case of Hölder paths $X \in \mathcal{C}^{\alpha}$ by changing the exponents 1,2 to $\alpha, 2 \alpha$. This leads to the following key definition.

Definition 3.2. (Rough paths) Fix $\left.\alpha \in] \frac{1}{3}, \frac{1}{2}\right], d \in \mathbb{N}$ and a path $X:[0, T] \rightarrow \mathbb{R}^{d}$ of class $\mathcal{C}^{\alpha}$. An $\boldsymbol{\alpha}$-rough path over $\boldsymbol{X}$ is a pair $\mathbb{X}=\left(\mathbb{X}^{1}, \mathbb{X}^{2}\right)$ where the functions $\mathbb{X}^{1}:[0, T]^{2} \leqslant \rightarrow \mathbb{R}^{d}$ and $\mathbb{X}^{2}:[0, T]^{2} \leqslant \mathbb{R}^{d} \otimes \mathbb{R}^{d}$ satisfy, for $0 \leqslant s \leqslant u \leqslant t \leqslant T$ :

- the algebraic relations

$$
\begin{equation*}
\mathbb{X}_{s t}^{1}=X_{t}-X_{s}, \quad \delta \mathbb{X}_{s u t}^{2}:=\mathbb{X}_{s t}^{2}-\mathbb{X}_{s u}^{2}-\mathbb{X}_{u t}^{2}=\mathbb{X}_{s u}^{1} \otimes \mathbb{X}_{u t}^{1}, \tag{3.13}
\end{equation*}
$$

where the second identity is called Chen's relation;

- the analytic bounds

$$
\begin{equation*}
\left|\mathbb{X}_{s t}^{1}\right| \lesssim|t-s|^{\alpha}, \quad\left|\mathbb{X}_{s t}^{2}\right| \lesssim|t-s|^{2 \alpha} \tag{3.14}
\end{equation*}
$$

We call $\mathcal{R}_{\alpha, d}(X)$ the set of d-dimensional $\alpha$-rough paths $\mathbb{X}=\left(\mathbb{X}^{1}, \mathbb{X}^{2}\right)$ over $X$ and $\mathcal{R}_{\alpha, d}=\bigcup_{X \in \mathcal{C}^{\alpha}} \mathcal{R}_{\alpha, d}(X)$ the set of all d-dimensional $\alpha$-rough paths.

When $X$ is of class $C^{1}$, the choice (3.9) yields by (3.11)-(3.12) a $\alpha$-rough path for any $\alpha \in\left(\frac{1}{3}, \frac{1}{2}\right]$ which we call the canonical rough path, see Section 7.7 below.

When $X=B$ is Brownian motion, the theory of stochastic integration provides a natural candidate for $\mathbb{X}^{2}$, in fact multiple candidates (think of Ito vs. Stratonovich integration), as we discuss in Chapter 4 below. Incidentally, this makes it clear that the construction of $\mathbb{X}^{2}$ is in general non canonical, i.e. there are multiple choices of $\mathbb{X}^{2}$ for a given path $X$. This is a strength of the theory of rough paths, since it allows to treat different non equivalent forms of integration.

Remark 3.3. The existence of rough paths over any given path $X$ (i.e. the fact that $\left.\mathcal{R}_{\alpha, d}(X) \neq \emptyset\right)$ is a non trivial fact, which will be proved in Chapter 7.

Remark 3.4. ( $\mathbb{X}^{2}$ AS A "PATH") The two-parameters function $\mathbb{X}_{s t}^{2}$ is determined by the one-parameter function

$$
\begin{equation*}
\mathbb{I}_{t}:=\mathbb{X}_{0 t}^{2}+X_{0} \otimes\left(X_{t}-X_{0}\right), \tag{3.15}
\end{equation*}
$$

which intuitively describes the integral $\int_{0}^{t} X_{r} \otimes \dot{X}_{r} \mathrm{~d} r$. Indeed, we can write

$$
\begin{equation*}
\mathbb{X}_{s t}^{2}=\mathbb{I}_{t}-\mathbb{I}_{s}-X_{s} \otimes\left(X_{t}-X_{s}\right) \tag{3.16}
\end{equation*}
$$

since $\mathbb{X}_{s t}^{2}=\mathbb{X}_{0 t}^{2}-\mathbb{X}_{0 s}^{2}-\left(X_{s}-X_{0}\right) \otimes\left(X_{t}-X_{s}\right)$ by Chen's relation (3.13).
Vice versa, given a function $\mathbb{I}:[0, T] \rightarrow \mathbb{R}^{d}$, if we define $\mathbb{X}^{2}$ by (3.16), then Chen's relation (3.13) is automatically satisfied (recall (1.32)). In order to satisfy the analytic bound in (3.14), we must require that

$$
\begin{equation*}
\left|\mathbb{I}_{t}-\mathbb{I}_{s}-X_{s} \otimes\left(X_{t}-X_{s}\right)\right| \lesssim(t-s)^{2 \alpha}, \tag{3.17}
\end{equation*}
$$

which is a natural estimate if $\mathbb{I}_{t}-\mathbb{I}_{s}$ should describe " $=\int_{s}^{t} X_{r} \otimes \dot{X}_{r} \mathrm{~d} r$ ".
Summarizing: given any path $X:[0, T] \rightarrow \mathbb{R}^{d}$ of class $\mathcal{C}^{\alpha}$, it is equivalent to assign $\mathbb{X}^{2}:[0, T]_{\leqslant}^{2} \rightarrow \mathbb{R}^{d} \otimes \mathbb{R}^{d}$ satisfying (3.13)-(3.14) or to assign $\mathbb{I}:[0, T] \rightarrow \mathbb{R}^{d}$ satisfying (3.17), the correspondence being given by (3.15)-(3.16).

### 3.3. Rough difference equations

Given a time horizon $T>0$ and two dimensions $d, k \in \mathbb{N}$, let us fix:

- a path $X:[0, T] \rightarrow \mathbb{R}^{d}$ of class $\mathcal{C}^{\alpha}$ with $\left.\left.\alpha \in\right] \frac{1}{3}, \frac{1}{2}\right]$;
- an $\alpha$-rough path $\mathbb{X}=\left(\mathbb{X}^{1}, \mathbb{X}^{2}\right)$ over $X$, see Definition 3.2;
- a differentiable function $\sigma: \mathbb{R}^{k} \rightarrow \mathbb{R}^{k} \otimes\left(\mathbb{R}^{d}\right)^{*}$, which lets us define the function

$$
\sigma_{2}: \mathbb{R}^{k} \rightarrow \mathbb{R}^{k} \otimes\left(\mathbb{R}^{d}\right)^{*} \otimes\left(\mathbb{R}^{d}\right)^{*} \quad(\operatorname{see}(3.5))
$$

Motivated by the previous discussions, see in particular (3.10), we study in this chapter the following rough difference equation for an unknown path $Z:[0, T] \rightarrow \mathbb{R}^{k}$ :

$$
\begin{equation*}
\delta Z_{s t}=\sigma\left(Z_{s}\right) \mathbb{X}_{s t}^{1}+\sigma_{2}\left(Z_{s}\right) \mathbb{X}_{s t}^{2}+o(t-s), \quad 0 \leqslant s \leqslant t \leqslant T \tag{3.18}
\end{equation*}
$$

where we recall the increment notation $\delta Z_{s t}:=Z_{t}-Z_{s}$ and the contraction rule (3.8), and we stress that $o(t-s)$ is uniform for $0 \leqslant s \leqslant t \leqslant T$, see Remark 1.1. In analogy with (2.3)-(2.4), a solution of (3.18) is a path $Z:[0, T] \rightarrow \mathbb{R}^{k}$ such that

$$
\begin{equation*}
Z_{s t}^{[3]}:=\delta Z_{s t}-\sigma\left(Z_{s}\right) \mathbb{X}_{s t}^{1}-\sigma_{2}\left(Z_{s}\right) \mathbb{X}_{s t}^{2}=o(t-s) \tag{3.19}
\end{equation*}
$$

We stress that the rough difference equation (3.18) is a generalization of the integral equation (3.3), as we show in the next result.

Proposition 3.5. If $X$ and $\sigma$ are of class $C^{1}$ and $\sigma_{2}$ is locally Lipschitz (e.g. if $\sigma$ is of class $C^{2}$ ), then any solution $Z$ to the integral equation (3.3) satisfies the difference equation (3.18) for the canonical rough path $\mathbb{X}=\left(\mathbb{X}^{1}, \mathbb{X}^{2}\right)$ in (3.9).

Proof. If $X \in C^{1}$, then $\mathbb{X}=\left(\mathbb{X}^{1}, \mathbb{X}^{2}\right)$ defined in (3.9) is an $\alpha$-rough path over $X$ for any $\left.\alpha \in] \frac{1}{3}, \frac{1}{2}\right]$, as we showed in (3.11)-(3.12). Given a solution $Z$ of (3.3), if $\sigma_{2}$ is locally Lipschitz we derived the Taylor expansion (3.10), hence (3.18) holds.

We now state local and global existence, uniqueness of solutions and continuity of the solution map for the rough difference equation (3.18) under natural assumptions on $\sigma$ and $\sigma_{2}$, summarizing the main results of this chapter. We refer to the next sections for more precise and quantitative results.

## To be completed.

Proposition 3.6. Let $z_{0} \in \mathbb{R}^{d}$. We suppose that $\sigma$ and $\sigma_{2}$ are of class $C^{1}$ and globally Lipschitz, namely $\|\nabla \sigma\|_{\infty}+\left\|\nabla \sigma_{2}\right\|_{\infty}<+\infty$. Let $D:=\max \left\{1,\|\nabla \sigma\|_{\infty},\left\|\nabla \sigma_{2}\right\|_{\infty}\right\}$ and $M>0$.

There exists $T_{M, D, \alpha}>0$ such that, for all $T \in\left(0, T_{M, D, \alpha}\right)$ and $\mathbb{X}=\left(\mathbb{X}^{1}, \mathbb{X}^{2}\right) \in \mathcal{R}_{\alpha, d}$ such that $\left\|\mathbb{X}^{1}\right\|_{\alpha}+\left\|\mathbb{X}^{2}\right\|_{2 \alpha} \leqslant M$, there exists a solution $Z$ to (3.19) on the interval $[0, T]$ such that $Z_{0}=z_{0}$ and

$$
\begin{equation*}
\|Z\|_{\alpha} \leqslant 15 M\left(\left|\sigma\left(z_{0}\right)\right|+\left|\sigma_{2}\left(z_{0}\right)\right|\right) . \tag{3.20}
\end{equation*}
$$

The proof of this Proposition, based on a discretization argument, is postponed to section 3.9 below.

We are going to use the Sewing Bound (1.26), its weighted version (1.41) and its discrete formulation (1.45).

### 3.4. SET-UP

We recall that the weighted semi-norms $\|\cdot\|_{\eta, \tau}$ are defined in (1.33)-(1.34). We are going to use the various properties that we recalled in Section 2.2, see in particular (2.5), (2.6) and (2.7)-(2.8), as well as the natural generalization

$$
\text { if } \quad F_{s u t}=G_{s u} H_{u t} \quad \text { then } \quad\|F\|_{3 \eta, \tau}\left\{\begin{array}{l}
\leqslant\|G\|_{2 \eta, \tau}\|H\|_{\eta},  \tag{3.21}\\
\leqslant\|G\|_{\eta, \tau}\|H\|_{2 \eta} .
\end{array}\right.
$$

In all these bounds, whenever there is a product, only one factor gets the weighted semi-norm, while the other factor gets the ordinary semi-norm. We sometimes need to introduce an additional weight, which is possible applying (2.9).

In Chapter 2 a key tool to study the Young difference equation (2.4) was the estimate on the "difference of increments" in Lemma 2.8. This tool is still crucial in this chapter, but we will need an additional ingredient that we now present.

LEMMA 3.7. (TAYLOR IDENTITY) Let $z_{1}, z_{2} \in \mathbb{R}^{k}$ and $x \in \mathbb{R}^{d}$. If $\sigma: \mathbb{R}^{k} \rightarrow \mathbb{R}^{k} \otimes\left(\mathbb{R}^{d}\right)^{*}$ is of class $C^{1}$, defining $\sigma_{2}: \mathbb{R}^{k} \rightarrow \mathbb{R}^{k} \otimes\left(\mathbb{R}^{d}\right)^{*} \otimes\left(\mathbb{R}^{d}\right)^{*}$ by (3.5) and setting $\delta z_{12}:=z_{2}-z_{1}$, we have the identities

$$
\begin{align*}
& \sigma\left(z_{2}\right)-\sigma\left(z_{1}\right)-\sigma_{2}\left(z_{1}\right) x  \tag{3.22}\\
& \quad=\nabla \sigma\left(z_{1}\right)\left(\delta z_{12}-\sigma\left(z_{1}\right) x\right)+\int_{0}^{1}\left[\left(\nabla \sigma\left(z_{1}+r \delta z_{12}\right)-\nabla \sigma\left(z_{1}\right)\right) \delta z_{12}\right] \mathrm{d} r,
\end{align*}
$$

and

$$
\begin{align*}
\sigma\left(z_{2}\right)-\sigma\left(z_{1}\right)-\sigma_{2}\left(z_{1}\right) x= & \int_{0}^{1}\left[\left(\sigma_{2}\left(z_{1}+r \delta z_{12}\right)-\sigma_{2}\left(z_{1}\right)\right) x\right] \mathrm{d} r  \tag{3.23}\\
& +\int_{0}^{1}\left[\nabla \sigma\left(z_{1}+r \delta z_{12}\right)\left(\delta z_{12}-\sigma\left(z_{1}\right) x\right)\right] \mathrm{d} r \\
& -\int_{0}^{1} \nabla \sigma\left(z_{1}+r \delta z_{12}\right)\left(\int_{0}^{r}\left[\nabla \sigma\left(z_{1}+v \delta z_{12}\right) \delta z_{12} x\right] \mathrm{d} v\right) \mathrm{d} r .
\end{align*}
$$

Proof. The first formula is based on elementary manipulations and on the fact that

$$
\sigma\left(z_{2}\right)-\sigma\left(z_{1}\right)=\int_{0}^{1}\left[\nabla \sigma\left(z_{1}+r \delta z_{12}\right) \delta z_{12}\right] \mathrm{d} r .
$$

For the second formula, setting $\delta z:=\delta z_{12}$ for short, we similarly write

$$
\begin{aligned}
\sigma\left(z_{2}\right)-\sigma\left(z_{1}\right) & =\int_{0}^{1}\left[\nabla \sigma\left(z_{1}+r \delta z\right) \delta z\right] \mathrm{d} r \\
& =\int_{0}^{1}\left[\nabla \sigma\left(z_{1}+r \delta z\right)\left(\delta z-\sigma\left(z_{1}\right) x\right)\right] \mathrm{d} r+\underbrace{\int_{0}^{1}\left[\nabla \sigma\left(z_{1}+r \delta z\right) \sigma\left(z_{1}\right) x\right] \mathrm{d} r}_{A}
\end{aligned}
$$

and then, recalling the definition (3.5) of $\sigma_{2}$,

$$
A=\int_{0}^{1}\left[\sigma_{2}\left(z_{1}+r \delta z\right) x\right] \mathrm{d} r-\underbrace{\int_{0}^{1}\left[\nabla \sigma\left(z_{1}+r \delta z\right)\left(\sigma\left(z_{1}+r \delta z\right)-\sigma\left(z_{1}\right)\right) x\right] \mathrm{d} r}_{B} .
$$

Finally

$$
B=\int_{0}^{1} \nabla \sigma\left(z_{1}+r \delta z\right)\left(\int_{0}^{r}\left[\nabla \sigma\left(z_{1}+v \delta z\right) \delta z x\right] \mathrm{d} v\right) \mathrm{d} r
$$

from which (3.23) follows easily.
We will see below that (3.22) is useful for the comparison between two solutions, as in the proofs of uniqueness (Theorem 3.10) and continuity of the solution map (Theorem 3.11), while (3.23) is well suited for a priori estimates on a single solution (Theorem 3.9) or on a discretization scheme (Lemma 3.13).

### 3.5. A PRIORI ESTIMATES

In this section we prove a priori estimates for solutions of the rough difference equation (3.18) for globally Lipschitz $\sigma$ and $\sigma_{2}$, i.e. $\|\nabla \sigma\|_{\infty}<\infty$ and $\left\|\nabla \sigma_{2}\right\|_{\infty}<\infty$. A sufficient condition is that $\sigma, \nabla \sigma, \nabla^{2} \sigma$ are bounded, see (3.5), but it is interesting that boundedness of $\sigma$ is not necessary (think of the case of linear $\sigma$ ).

Given a solution $Z$ of (3.18), we define the "remainders" $Z^{[3]}$ and $Z^{[2]}$ by

$$
\begin{equation*}
Z_{s t}^{[3]}=\delta Z_{s t}-\sigma\left(Z_{s}\right) \mathbb{X}_{s t}^{1}-\sigma_{2}\left(Z_{s}\right) \mathbb{X}_{s t}^{2}, \quad Z_{s t}^{[2]}=\delta Z_{s t}-\sigma\left(Z_{s}\right) \mathbb{X}_{s t}^{1} \tag{3.24}
\end{equation*}
$$

Let us first show, by easy arguments, that any solution $Z$ of (3.18) has the same Hölder regularity $\mathcal{C}^{\alpha}$ of the driving path $X$ (in analogy with Lemmas 1.2 and 2.6), and that the "level 2 remainder" $Z_{s t}^{[2]}$ is in $C_{2}^{2 \alpha}$, that is $\left|Z_{s t}^{[2]}\right| \lesssim(t-s)^{2 \alpha}$.

Lemma 3.8. (HÖLDer regularity) Let $\sigma$ be of class $C^{1}$ and let $Z$ be a solution of (3.18). There is a constant $C=C(Z)<\infty$ such that

$$
\left\{\begin{array}{l}
\left|Z_{s t}^{[2]}\right| \leqslant C\left|\mathbb{X}_{s t}^{2}\right|+o(t-s),  \tag{3.25}\\
\left|\delta Z_{s t}\right| \leqslant C\left(\left|\mathbb{X}_{s t}^{1}\right|+\left|\mathbb{X}_{s t}^{2}\right|\right)+o(t-s),
\end{array} \quad 0 \leqslant s \leqslant t \leqslant T\right.
$$

In particular, if $\mathbb{X}=\left(\mathbb{X}^{1}, \mathbb{X}^{2}\right)$ is an $\alpha$-rough path, then $Z^{[2]} \in C_{2}^{2 \alpha}$ and $Z$ is of class $\mathcal{C}^{\alpha}$.
Proof. If $\mathbb{X}=\left(\mathbb{X}^{1}, \mathbb{X}^{2}\right)$ is an $\alpha$-rough path, then by the first bound in (3.25) we have $\left|Z_{s t}^{[2]}\right| \lesssim(t-s)^{2 \alpha}+o(t-s) \lesssim(t-s)^{2 \alpha}$, that is $Z^{[2]} \in C_{2}^{2 \alpha}$. Similarly, the second bound in (3.25) gives $\left|\delta Z_{s t}\right| \lesssim(t-s)^{\alpha}+(t-s)^{2 \alpha}+o(t-s) \lesssim(t-s)^{\alpha}$, that is $Z$ is of class $\mathcal{C}^{\alpha}$.

It remains to prove (3.25). This follows by (3.18) with $C:=\sup _{0 \leqslant s \leqslant T}\left\{\left|\sigma\left(Z_{s}\right)\right|+\right.$ $\left.\left|\sigma_{2}\left(Z_{s}\right)\right|\right\}$, so we need to show that $C<\infty$. Since $\sigma$ and $\sigma_{2}$ are continuous (because $\sigma$ is of class $C^{1}$ ), it is enough to prove that $Z$ is bounded: $\sup _{0 \leqslant t \leqslant T}\left|Z_{t}\right|<\infty$.

Arguing as in the proof of Lemma 1.2 , we fix $\bar{\delta}>0$ such that $|o(t-s)| \leqslant 1$ for all $0 \leqslant s \leqslant t \leqslant T$ with $|t-s| \leqslant \bar{\delta}$. Since $[0, T]$ is a finite union of intervals $[\bar{s}, \bar{t}]$ with $\bar{t}-\bar{s} \leqslant \bar{\delta}$, we may focus on one such interval: by (3.18) we can bound

$$
\sup _{t \in[\bar{s}, \bar{t}]}\left|Z_{t}\right| \leqslant\left|Z_{\bar{s}}\right|+\left|\sigma\left(Z_{\bar{s}}\right)\right| \sup _{t \in[\bar{s}, \bar{t}]}\left|\mathbb{X}_{s t}^{1}\right|+\left|\sigma_{2}\left(Z_{\bar{s}}\right)\right| \sup _{t \in[\bar{s}, \overline{\overline{]}}]}\left|\mathbb{X}_{s t}^{2}\right|+1<\infty
$$

This completes the proof that $\sup _{0 \leqslant t \leqslant T}\left|Z_{t}\right|<\infty$.
We next get to our main a priori estimates, showing in particular that the "level 3 remainder" $Z_{s t}^{[3]}$ is in $C_{2}^{3 \alpha}$, that is $\left|Z_{s t}^{[3]}\right| \lesssim|t-s|^{3 \alpha}$. Let us first record a useful computation: recalling (1.23) and (1.32), by $\delta \circ \delta=0$ and (3.13), we have

$$
\begin{align*}
\delta Z_{s u t}^{[3]} & =Z_{s t}^{[3]}-Z_{s u}^{[3]}-Z_{u t}^{[3]} \\
& =\underbrace{\left(\sigma\left(Z_{u}\right)-\sigma\left(Z_{s}\right)-\sigma_{2}\left(Z_{s}\right) \mathbb{X}_{s u}^{1}\right)}_{B_{s u}} \mathbb{X}_{u t}^{1}+\left(\sigma_{2}\left(Z_{u}\right)-\sigma_{2}\left(Z_{s}\right)\right) \mathbb{X}_{u t}^{2} \tag{3.26}
\end{align*}
$$

Theorem 3.9. (Rough a priori estimates) Let $X$ be of class $\mathcal{C}^{\alpha}$ with $\left.\left.\alpha \in\right] \frac{1}{3}, \frac{1}{2}\right]$ and let $\mathbb{X}=\left(\mathbb{X}^{1}, \mathbb{X}^{2}\right)$ be an $\alpha$-rough path over $X$. Let $\sigma$ and $\sigma_{2}$ be globally Lipschitz.

For any solution $Z$ of (3.18), recalling the "remainders" $Z^{[3]}$ and $Z^{[2]}$ from (3.24), we have $Z^{[3]} \in C_{2}^{3 \alpha}$ : more precisely, for any $\tau>0$,

$$
\begin{equation*}
\left\|Z^{[3]}\right\|_{3 \alpha, \tau} \leqslant K_{3 \alpha} c_{\alpha, \mathbb{X}, \sigma}^{\prime}\left(\|\delta Z\|_{\alpha, \tau}+\left\|Z^{[2]}\right\|_{2 \alpha, \tau}\right), \tag{3.27}
\end{equation*}
$$

where we recall that $K_{3 \alpha}=\left(1-2^{1-3 \alpha}\right)^{-1}$ and we define the constant

$$
\begin{equation*}
c_{\alpha, \mathbb{X}, \sigma}^{\prime}:=\|\nabla \sigma\|_{\infty}\left\|\mathbb{X}^{1}\right\|_{\alpha}+\left\|\nabla \sigma_{2}\right\|_{\infty}\left\|\mathbb{X}^{2}\right\|_{2 \alpha}+\left(\|\nabla \sigma\|_{\infty}^{2}+\left\|\nabla \sigma_{2}\right\|_{\infty}\right)\left\|\mathbb{X}^{1}\right\|_{\alpha}^{2} \tag{3.28}
\end{equation*}
$$

Moreover, if either $T$ or $\tau$ is small enough, we have

$$
\begin{align*}
\|\delta Z\|_{\alpha, \tau}+\left\|Z^{[2]}\right\|_{2 \alpha, \tau} \leqslant & 2\left(\sigma\left(Z_{0}\right)\left\|\mathbb{X}^{1}\right\|_{\alpha}+\sigma_{2}\left(Z_{0}\right)\left\|\mathbb{X}^{2}\right\|_{2 \alpha}\right)  \tag{3.29}\\
& \text { for }(T \wedge \tau)^{\alpha} \leqslant \varepsilon_{\alpha, \mathbb{X}, \sigma}^{\prime},
\end{align*}
$$

where we set

$$
\begin{equation*}
\varepsilon_{\alpha, \mathbb{X}, \sigma}^{\prime}:=\frac{1}{4\left(K_{3 \alpha}+3\right)\left(c_{\alpha, \mathbb{X}, \sigma}^{\prime}+1\right)} \tag{3.30}
\end{equation*}
$$

Proof. Let us prove (3.27). Since $3 \alpha>1$ and $Z_{s t}^{[3]}=o(t-s)$, see (3.19), we can apply the weighted Sewing Bound (1.41) which gives $\left\|Z^{[3]}\right\|_{3 \alpha, \tau} \leqslant K_{3 \alpha}\left\|\delta Z^{[3]}\right\|_{3 \alpha, \tau}$. It remains to estimate $\delta Z^{[3]}$ from (3.26): applying (3.21) we can write

$$
\begin{equation*}
\left\|\delta Z^{[3]}\right\|_{3 \alpha, \tau} \leqslant\|B\|_{2 \alpha, \tau}\left\|\mathbb{X}^{1}\right\|_{\alpha}+\left\|\delta \sigma_{2}(Z)\right\|_{\alpha, \tau}\left\|\mathbb{X}^{2}\right\|_{2 \alpha} \tag{3.31}
\end{equation*}
$$

We now focus on $B_{s u}$ from (3.26): by (3.23) we have

$$
\begin{aligned}
B_{s u}= & \int_{0}^{1}\left[\left(\sigma_{2}\left(Z_{s}+u \delta Z_{s u}\right)-\sigma_{2}\left(Z_{s}\right)\right) \mathbb{X}_{s u}^{1}\right] \mathrm{d} u+\int_{0}^{1}\left[\nabla \sigma\left(Z_{s}+u \delta Z_{s u}\right) Z_{s u}^{[2]}\right] \mathrm{d} u \\
& -\int_{0}^{1} \nabla \sigma\left(Z_{s}+u \delta Z_{s u}\right)\left(\int_{0}^{u}\left[\nabla \sigma\left(Z_{s}+v \delta Z_{s u}\right) \delta Z_{s u} \mathbb{X}_{s u}^{1}\right] \mathrm{d} v\right) \mathrm{d} u
\end{aligned}
$$

so that, by (2.8),

$$
\begin{equation*}
\|B\|_{2 \alpha, \tau} \leqslant\left(\left\|\nabla \sigma_{2}\right\|_{\infty}+\|\nabla \sigma\|_{\infty}^{2}\right)\left\|\mathbb{X}^{1}\right\|_{\alpha}\|\delta Z\|_{\alpha, \tau}+\|\nabla \sigma\|_{\infty}\left\|Z^{[2]}\right\|_{2 \alpha, \tau} \tag{3.32}
\end{equation*}
$$

We can plug this estimate into (3.31), together with the elementary bound

$$
\begin{equation*}
\left\|\delta \sigma_{2}(Z)\right\|_{\alpha, \tau} \leqslant\left\|\nabla \sigma_{2}\right\|_{\infty}\|\delta Z\|_{\alpha, \tau} \tag{3.33}
\end{equation*}
$$

Recalling that $\left\|Z^{[3]}\right\|_{3 \alpha, \tau} \leqslant K_{3 \alpha}\left\|\delta Z^{[3]}\right\|_{3 \alpha, \tau}$, we have proved (3.27)-(3.28).
We next prove (3.29), for which we need to estimate $Z^{[2]}$ and $\delta Z$. Writing $Z_{s t}^{[2]}=$ $\sigma_{2}\left(Z_{s}\right) \mathbb{X}_{s t}^{2}+Z_{s t}^{[3]}$ and setting $\varepsilon:=(\tau \wedge T)^{\alpha}$ for short, we can bound by (2.6) and (2.7)

$$
\left\|Z^{[2]}\right\|_{2 \alpha, \tau} \leqslant\left\|\sigma_{2}(Z)\right\|_{\infty, \tau}\left\|\mathbb{X}^{2}\right\|_{2 \alpha}+\varepsilon\left\|Z^{[3]}\right\|_{3 \alpha, \tau}
$$

By (2.5) we have $\left\|\sigma_{2}(Z)\right\|_{\infty, \tau} \leqslant \sigma_{2}\left(Z_{0}\right)+3 \varepsilon\left\|\delta \sigma_{2}(Z)\right\|_{\alpha, \tau}$ and we can bound $\left\|\delta \sigma_{2}(Z)\right\|_{\alpha, \tau}$ by (3.33). Applying (3.27) and recalling (3.28), we then obtain

$$
\begin{align*}
\left\|Z^{[2]}\right\|_{2 \alpha, \tau} & \leqslant \sigma_{2}\left(Z_{0}\right)\left\|\mathbb{X}^{2}\right\|_{2 \alpha}+\varepsilon\left(K_{3 \alpha}+3\right) c_{\alpha, \mathbb{X}, \sigma}^{\prime}\left(\|\delta Z\|_{\alpha, \tau}+\left\|Z^{[2]}\right\|_{2 \alpha, \tau}\right) \\
& \leqslant \sigma_{2}\left(Z_{0}\right)\left\|\mathbb{X}^{2}\right\|_{2 \alpha}+\frac{1}{4} \frac{\varepsilon}{\varepsilon_{\alpha, \mathbb{X}, \sigma}^{\prime}}\left(\|\delta Z\|_{\alpha, \tau}+\left\|Z^{[2]}\right\|_{2 \alpha, \tau}\right) \tag{3.34}
\end{align*}
$$

where we recall that $\varepsilon_{\alpha, \mathbb{X}, \sigma}^{\prime}$ is defined in (3.30).
Similarly, writing $\delta Z_{s t}=\sigma\left(Z_{s}\right) \mathbb{X}_{s t}^{1}+Z_{s t}^{[2]}$ we can bound, by (2.6) and (2.7),

$$
\|\delta Z\|_{\alpha, \tau} \leqslant\|\sigma(Z)\|_{\infty, \tau}\left\|\mathbb{X}^{1}\right\|_{\alpha}+\varepsilon\left\|Z^{[2]}\right\|_{2 \alpha, \tau}
$$

and since $\|\sigma(Z)\|_{\infty, \tau} \leqslant \sigma\left(Z_{0}\right)+3 \varepsilon\|\delta \sigma(Z)\|_{\alpha, \tau} \leqslant \sigma\left(Z_{0}\right)+3 \varepsilon\|\nabla \sigma\|_{\infty}\|\delta Z\|_{\alpha, \tau}$ we get, recalling (3.28),

$$
\begin{align*}
\|\delta Z\|_{\alpha, \tau} & \leqslant \sigma\left(Z_{0}\right)\left\|\mathbb{X}^{1}\right\|_{\alpha}+3 \varepsilon c_{\alpha, \mathbb{X}, \sigma}^{\prime}\|\delta Z\|_{\alpha, \tau}+\varepsilon\left\|Z^{[2]}\right\|_{2 \alpha, \tau} \\
& \leqslant \sigma\left(Z_{0}\right)\left\|\mathbb{X}^{1}\right\|_{\alpha}+\frac{1}{4} \frac{\varepsilon}{\varepsilon_{\alpha, \mathbb{X}, \sigma}^{\prime}}\|\delta Z\|_{\alpha, \tau}+\varepsilon\left\|Z^{[2]}\right\|_{2 \alpha, \tau} \tag{3.35}
\end{align*}
$$

Finally, for $\varepsilon \leqslant \varepsilon_{\alpha, \mathbb{X}, \sigma}^{\prime}$ (hence $\varepsilon \leqslant \frac{1}{4}$, see (3.28)), by (3.34) and (3.35) we obtain

$$
\|\delta Z\|_{\alpha, \tau}+\left\|Z^{[2]}\right\|_{2 \alpha, \tau} \leqslant \sigma\left(Z_{0}\right)\left\|\mathbb{X}^{1}\right\|_{\alpha}+\sigma_{2}\left(Z_{0}\right)\left\|\mathbb{X}^{2}\right\|_{2 \alpha}+\frac{1}{2}\left(\|\delta Z\|_{\alpha, \tau}+\left\|Z^{[2]}\right\|_{2 \alpha, \tau}\right)
$$

Since $\|\delta Z\|_{\alpha, \tau}+\left\|Z^{[2]}\right\|_{2 \alpha, \tau}<\infty$ by Lemma 3.8, we have proved (3.29).

### 3.6. UNIQUENESS

In this section we prove uniqueness of solutions of (3.18) under the assumption that $\sigma: \mathbb{R}^{k} \rightarrow \mathbb{R}^{k} \otimes\left(\mathbb{R}^{d}\right)^{*}$ is of class $C^{\gamma}$ with $\gamma>\frac{1}{\alpha}$ (e.g. it suffices that $\sigma$ is of class $C^{3}$ ). This implies that $\sigma_{2}$ from (3.5) is of class $C^{1}$ with locally $(\gamma-2)$-Hölder gradient $\nabla \sigma_{2}$. We stress that $\sigma$ and $\sigma_{2}$ are not required to be bounded.

Theorem 3.10. (Uniqueness) Let $X$ be of class $\mathcal{C}^{\alpha}$ with $\left.\left.\alpha \in\right] \frac{1}{3}, \frac{1}{2}\right]$, let $\mathbb{X}=\left(\mathbb{X}^{1}\right.$, $\mathbb{X}^{2}$ ) be an $\alpha$-rough path over $X$, and let $\sigma$ be of class $C^{\gamma}$ with $\gamma>\frac{1}{\alpha}$ (e.g. if $\sigma$ is of class $C^{3}$ ). Then for every $z_{0} \in \mathbb{R}^{k}$ there exists at most one solution $Z$ to (3.18) such that $Z_{0}=z_{0}$.

Proof. Let us fix two solutions $Z, \bar{Z}$ of (3.18) and define their difference

$$
Y:=Z-\bar{Z}
$$

Our goal is to show that, for $\tau>0$ small, we have $\|Y\|_{\infty, \tau} \leqslant 2\left|Y_{0}\right|$. In particular, if $Z_{0}=\bar{Z}_{0}$, then $Y_{0}=0$ and therefore $\|Y\|_{\infty, \tau}=0$, i.e. $Z=\bar{Z}$, which completes the proof.

We know by (2.5) that

$$
\begin{equation*}
\|Y\|_{\infty, \tau} \leqslant\left|Y_{0}\right|+3 \tau^{\alpha}\|\delta Y\|_{\alpha, \tau} . \tag{3.36}
\end{equation*}
$$

With some abuse of notation, we denote by $Y_{s t}^{[2]}:=Z_{s t}^{[2]}-\bar{Z}_{s t}^{[2]}$ and $Y_{s t}^{[3]}:=Z_{s t}^{[3]}-\bar{Z}_{s t}^{[3]}$ the "differences of remainders", recall (3.24), so that we can write

$$
\begin{align*}
\delta Y_{s t} & =\left(\sigma\left(Z_{s}\right)-\sigma\left(\bar{Z}_{s}\right)\right) \mathbb{X}_{s t}^{1}+Y_{s t}^{[2]},  \tag{3.37}\\
Y_{s t}^{[2]} & =\left(\sigma_{2}\left(Z_{s}\right)-\sigma_{2}\left(\bar{Z}_{s}\right)\right) \mathbb{X}_{s t}^{2}+Y_{s t}^{[3]} . \tag{3.38}
\end{align*}
$$

We are going to show that, for $\tau>0$ small enough, the following bounds hold:

$$
\begin{gather*}
\|\delta Y\|_{\alpha, \tau} \leqslant c_{1}\|Y\|_{\infty, \tau}+\tau^{\alpha}\left\|Y^{[2]}\right\|_{2 \alpha, \tau},  \tag{3.39}\\
\left\|Y^{[2]}\right\|_{2 \alpha, \tau} \leqslant c_{2}\|Y\|_{\infty, \tau}+\tau^{(\gamma-2) \alpha}\left\|Y^{[3]}\right\|_{\gamma \alpha, \tau},  \tag{3.40}\\
\left\|Y^{[3]}\right\|_{\gamma \alpha, \tau} \leqslant c_{3}\|Y\|_{\infty, \tau}+c_{3}^{\prime} \tau^{(\gamma-2) \alpha}\left\|Y^{[3]}\right\|_{\gamma \alpha, \tau}, \tag{3.41}
\end{gather*}
$$

for suitable constants $c_{i}, c_{i}^{\prime}$ that may depend on $Z, \bar{Z}, \mathbb{X}^{1}, \mathbb{X}^{2}, \sigma$, but not on $\tau$.
We can easily complete the proof, assuming (3.39)-(3.41): if we fix $\tau>0$ small enough so that $c_{3}^{\prime} \tau^{(\gamma-2) \alpha}<\frac{1}{2}$, by (3.41) we have $\left\|Y^{[3]}\right\|_{\gamma \alpha, \tau} \leqslant 2 c_{3}\|Y\|_{\infty, \tau}$; plugging this into (3.40) and taking $\tau>0$ small, we obtain $\left\|Y^{[2]}\right\|_{2 \alpha, \tau} \leqslant 2 c_{2}\|Y\|_{\infty, \tau}$, which plugged into (3.39) yields $\|\delta Y\|_{\alpha, \tau} \leqslant 2 c_{1}\|Y\|_{\infty, \tau}$, for $\tau>0$ is small enough. Finally, by (3.36) we obtain, for $\tau>0$ small, our goal $\|Y\|_{\infty, \tau} \leqslant 2\left|Y_{0}\right|$.

It remains to prove (3.39)-(3.41). Recalling (2.18), let us define the constants

$$
\begin{aligned}
& C_{1}^{\prime}:=C_{\nabla \sigma,\|Z\|_{\infty} \vee\|\bar{Z}\|_{\infty}}, \quad C_{1}^{\prime \prime}:=C_{\nabla^{2} \sigma,\|Z\|_{\infty} \vee\|\bar{Z}\|_{\infty}}, \quad C_{2}^{\prime}:=C_{\nabla \sigma_{2},\|Z\|_{\infty} \vee\|\bar{Z}\|_{\infty}}, \\
& C_{1}^{\prime \prime \prime}:=\sup \left\{\frac{\left|\nabla^{2} \sigma(x)-\nabla^{2} \sigma(y)\right|}{|x-y|^{\gamma-2}}:|x|,|y| \leqslant\|Z\|_{\infty} \vee\|\bar{Z}\|_{\infty}\right\}, \\
& C_{2}^{\prime \prime}:=\sup \left\{\frac{\left|\nabla \sigma_{2}(x)-\nabla \sigma_{2}(y)\right|}{|x-y|^{\gamma-2}}:|x|,|y| \leqslant\|Z\|_{\infty} \vee\|\bar{Z}\|_{\infty}\right\} .
\end{aligned}
$$

(Note that $\|Z\|_{\infty},\|\bar{Z}\|_{\infty}<\infty$ because $Z, \bar{Z}$ are continuous, see Lemma 3.8.)
We can prove (3.39) and (3.40) arguing as in the proof of Theorem 2.9, see (2.24) and (2.25). Indeed, from (3.37) we can bound, by (2.6) and (2.7),

$$
\begin{align*}
\|\delta Y\|_{\alpha, \tau} & \leqslant\|\sigma(Z)-\sigma(\bar{Z})\|_{\infty, \tau}\left\|\mathbb{X}^{1}\right\|_{\alpha}+\tau^{\alpha}\left\|Y^{[2]}\right\|_{2 \alpha, \tau} \\
& \leqslant C_{1}^{\prime}\|Y\|_{\infty, \tau}\left\|\mathbb{X}^{1}\right\|_{\alpha}+\tau^{\alpha}\left\|Y^{[2]}\right\|_{2 \alpha, \tau} \tag{3.42}
\end{align*}
$$

because $\left|\sigma\left(Z_{t}\right)-\sigma\left(\bar{Z}_{t}\right)\right| \leqslant C_{1}^{\prime}\left|Z_{t}-\bar{Z}_{t}\right|$, hence (3.39) holds with $c_{1}=C_{1}^{\prime}\left\|\mathbb{X}^{1}\right\|_{\alpha}$. Similarly, by (3.38) we can bound

$$
\begin{align*}
\left\|Y^{[2]}\right\|_{2 \alpha, \tau} & \leqslant\left\|\sigma_{2}(Z)-\sigma_{2}(\bar{Z})\right\|_{\infty, \tau}\left\|\mathbb{X}^{2}\right\|_{2 \alpha}+\tau^{(\gamma-2) \alpha}\left\|Y^{[3]}\right\|_{\gamma \alpha, \tau} \\
& \leqslant C_{2}^{\prime}\|Y\|_{\infty, \tau}\left\|\mathbb{X}^{2}\right\|_{2 \alpha}+\tau^{(\gamma-2) \alpha}\left\|Y^{[3]}\right\|_{\gamma \alpha, \tau} \tag{3.43}
\end{align*}
$$

because $\left|\sigma_{2}\left(Z_{t}\right)-\sigma_{2}\left(\bar{Z}_{t}\right)\right| \leqslant C_{2}^{\prime}\left|Z_{t}-\bar{Z}_{t}\right|$, hence also (3.40) holds with $c_{2}=C_{2}^{\prime}\left\|\mathbb{X}^{2}\right\|_{2 \alpha}$.

We finally prove (3.41). Since $Y_{s t}^{[3]}=Z_{s t}^{[3]}-\bar{Z}_{s t}^{[3]}=o(t-s)$, see (3.19), we can bound $Z^{[3]}$ by its increment $\delta Z^{[3]}$ through the weighted Sewing Bound (1.41):

$$
\begin{equation*}
\left\|Y^{[3]}\right\|_{\gamma \alpha, \tau} \leqslant K_{\gamma \alpha}\left\|\delta Y^{[3]}\right\|_{\gamma \alpha, \tau} . \tag{3.44}
\end{equation*}
$$

We are going to prove the following estimate:

$$
\begin{equation*}
\left\|\delta Y^{[3]}\right\|_{\gamma \alpha, \tau} \leqslant \tilde{c}_{3}\|Y\|_{\infty, \tau}+\tilde{c}_{3}^{\prime}\|\delta Y\|_{\alpha, \tau}+\tilde{c}_{3}^{\prime \prime}\left\|Y^{[2]}\right\|_{2 \alpha, \tau} \tag{3.45}
\end{equation*}
$$

for suitable constants $\tilde{c}_{3}, \tilde{c}_{3}^{\prime \prime}, \tilde{c}_{3}^{\prime \prime}$ that depend on $Z, \bar{Z}, \mathbb{X}^{1}, \mathbb{X}^{2}, \sigma$, but not on $\tau$. Plugging the estimates (3.39) and (3.40) (that we already proved) for $\|\delta Y\|_{\alpha, \tau}$ and $\left\|Y^{[2]}\right\|_{2 \alpha, \tau}$, we obtain (3.41) for suitable (explicit) constants $c_{3}, c_{3}^{\prime}$.

Let us then prove (3.45). Recalling (3.26), for $0 \leqslant s \leqslant u \leqslant t \leqslant T$ we can write

$$
\delta Y_{s u t}^{[3]}=\left(B_{s u}-\bar{B}_{s u}\right) \mathbb{X}_{u t}^{1}+\left(\delta \sigma_{2}(Z)-\delta \sigma_{2}(\bar{Z})\right)_{s u} \mathbb{X}_{u t}^{2}
$$

where $B_{s u}:=\sigma\left(Z_{u}\right)-\sigma\left(Z_{s}\right)-\sigma_{2}\left(Z_{s}\right) \mathbb{X}_{s u}^{1}$ and similarly for $\bar{B}_{s u}$, hence by (3.21)

$$
\begin{equation*}
\left\|\delta Y^{[3]}\right\|_{\gamma \alpha, \tau} \leqslant\|B-\bar{B}\|_{(\gamma-1) \alpha, \tau}\|\mathbb{X}\|_{\alpha}+\left\|\delta \sigma_{2}(Z)-\delta \sigma_{2}(\bar{Z})\right\|_{(\gamma-2) \alpha, \tau}\left\|\mathbb{X}^{2}\right\|_{2 \alpha} \tag{3.46}
\end{equation*}
$$

To obtain (3.45) we need to show that $\|B-\bar{B}\|_{(\gamma-1) \alpha, \tau}$ and $\left\|\delta \sigma_{2}(Z)-\delta \sigma_{2}(\bar{Z})\right\|_{(\gamma-2) \alpha, \tau}$ can be bounded by linear combinations of $\|Y\|_{\infty, \tau},\|\delta Y\|_{\alpha, \tau}$ and $\left\|Y^{[2]}\right\|_{2 \alpha, \tau}$.

We start from $\left\|\delta \sigma_{2}(Z)-\delta \sigma_{2}(\bar{Z})\right\|_{(\gamma-2) \alpha, \tau}$, which can be bounded as in (2.29):

$$
\left\|\delta \sigma_{2}(Z)-\delta \sigma_{2}(\bar{Z})\right\|_{(\gamma-2) \alpha, \tau} \leqslant C_{2}^{\prime}\|\delta Y\|_{\alpha, \tau}+C_{2}^{\prime \prime}\left\{\|\delta Z\|_{\alpha}^{\gamma-1}+\|\delta \bar{Z}\|_{\alpha}^{\gamma-1}\right\}\|Y\|_{\infty, \tau} .
$$

We next focus on $\|B-\bar{B}\|_{(\gamma-1) \alpha, \tau}$, which we are going to estimate by the following explicit linear combination of $\|Y\|_{\infty, \tau},\|\delta Y\|_{\alpha, \tau}$ and $\left\|Y^{[2]}\right\|_{2 \alpha, \tau}$ :

$$
\begin{align*}
\|B-\bar{B}\|_{(\gamma-1) \alpha, \tau} \leqslant & C_{1}^{\prime \prime}\|Y\|_{\infty, \tau}\left\|Z^{[2]}\right\|_{2 \alpha}+C_{1}^{\prime}\left\|Y^{[2]}\right\|_{2 \alpha, \tau} \\
& +C_{1}^{\prime \prime}\|\delta Y\|_{\alpha, \tau}\|\delta Z\|_{\alpha}+2 C_{1}^{\prime \prime \prime}\|Y\|_{\infty, \tau}\|\delta Z\|_{\alpha}^{2}  \tag{3.47}\\
& +C_{1}^{\prime \prime}\|\delta \bar{Z}\|_{\alpha}\|\delta Y\|_{\alpha, \tau},
\end{align*}
$$

which completes the proof of (3.45) when plugged into (3.46).
It only remains to prove (3.47). Recalling (3.24), it follows by (3.22) that

$$
\begin{aligned}
B_{s u} & :=\sigma\left(Z_{u}\right)-\sigma\left(Z_{s}\right)-\sigma_{2}\left(Z_{s}\right) \mathbb{X}_{s u}^{1} \\
& =\nabla \sigma\left(Z_{s}\right) Z_{s u}^{[2]}+\int_{0}^{1} \underbrace{\left(\nabla \sigma\left(Z_{u}+r \delta Z_{s u}\right)-\nabla \sigma\left(Z_{u}\right)\right)}_{F_{s u}} \delta Z_{s u} \mathrm{~d} r,
\end{aligned}
$$

and likewise for $\bar{B}_{s u}$ (with $\bar{F}_{s u}$ defined similarly), therefore

$$
\begin{equation*}
\left|B_{s u}-\bar{B}_{s u}\right| \leqslant\left|\nabla \sigma\left(Z_{s}\right) Z_{s u}^{[2]}-\nabla \sigma\left(\bar{Z}_{s}\right) \bar{Z}_{s u}^{[2]}\right|+\int_{0}^{1}\left|F_{s u} \delta Z_{s u}-\bar{F}_{s u} \delta \bar{Z}_{s u}\right| \mathrm{d} r \tag{3.48}
\end{equation*}
$$

By the elementary estimate $|a b-\bar{a} \bar{b}|=|a b-\bar{a} b+\bar{a} b-\bar{a} \bar{b}| \leqslant|a-\bar{a}||b|+|\bar{a}||b-\bar{b}|$, that we apply repeatedly, we can bound

$$
\begin{aligned}
\left|\nabla \sigma\left(Z_{s}\right) Z_{s u}^{[2]}-\nabla \sigma\left(\bar{Z}_{s}\right) \bar{Z}_{s u}^{[2]}\right| & \leqslant\left|\nabla \sigma\left(Z_{s}\right)-\nabla \sigma\left(\bar{Z}_{s}\right)\right|\left|Z_{s u}^{[2]}\right|+\left|\nabla \sigma\left(\bar{Z}_{s}\right)\right|\left|Z_{s u}^{[2]}-\bar{Z}_{s u}^{[2]}\right| \\
& \leqslant C_{1}^{\prime \prime}\left|Y_{s}\right|\left|Z_{s u}^{[2]}\right|+C_{1}^{\prime}\left|Y_{s u}^{[2]}\right|
\end{aligned}
$$

and note that by (2.7) we obtain the first line in the RHS of (3.47).
To complete the proof of (3.47), we look at the second term in the RHS of (3.48):

$$
\begin{align*}
\left|F_{s u} \delta Z_{s u}-\bar{F}_{s u} \delta \bar{Z}_{s u}\right| & \leqslant\left|F_{s u}-\bar{F}_{s u}\right|\left|\delta Z_{s u}\right|+\left|\bar{F}_{s u}\right|\left|\delta Z_{s u}-\delta \bar{Z}_{s u}\right| \\
& \leqslant\left|F_{s u}-\bar{F}_{s u}\right|\left|\delta Z_{s u}\right|+C_{1}^{\prime \prime} r\left|\delta \bar{Z}_{s u}\right|\left|\delta Y_{s u}\right| \tag{3.49}
\end{align*}
$$

because $\left|\bar{F}_{s u}\right| \leqslant C_{1}^{\prime \prime} r\left|\delta \bar{Z}_{s u}\right|$. We then see, applying (2.8), that the last term in (3.49) produces the third line in (3.47). Finally, by (2.19) we estimate

$$
\begin{aligned}
\left|F_{s u}-\bar{F}_{s u}\right| & =\left|\left(\nabla \sigma\left(Z_{u}+r \delta Z_{s u}\right)-\nabla \sigma\left(Z_{u}\right)\right)-\left(\nabla \sigma\left(\bar{Z}_{u}+r \delta \bar{Z}_{s u}\right)-\nabla \sigma\left(\bar{Z}_{u}\right)\right)\right| \\
& \leqslant C_{1}^{\prime \prime} r\left|\delta Y_{s u}\right|+C_{1}^{\prime \prime \prime}\left\{\left|r \delta Z_{s u}\right|^{\gamma-2}+\left|r \delta Z_{s u}\right|^{\gamma-2}\right\}\left|Y_{s}\right|
\end{aligned}
$$

We obtain by (2.7) for $0 \leqslant r \leqslant 1$

$$
\|F-\bar{F}\|_{(\gamma-2) \alpha, \tau} \leqslant C_{1}^{\prime \prime}\|\delta Y\|_{\alpha, \tau}+2 C_{1}^{\prime \prime \prime}\|Y\|_{\infty, \tau}\|\delta Z\|_{\alpha}^{\gamma-2} .
$$

Applying again (2.8), we finally see that the first term in (3.49) yields the second line in (3.47), which completes the proof.

### 3.7. CONTINUITY OF THE SOLUTION MAP

In this section we assume that $\sigma$ has bounded first, second and third derivatives, while $\sigma_{2}$ has bounded first and second derivatives:

$$
\begin{equation*}
\|\nabla \sigma\|_{\infty},\left\|\nabla^{2} \sigma\right\|_{\infty},\left\|\nabla^{3} \sigma\right\|_{\infty}<\infty, \quad\left\|\nabla \sigma_{2}\right\|_{\infty},\left\|\nabla^{2} \sigma_{2}\right\|_{\infty}<\infty \tag{3.50}
\end{equation*}
$$

(We stress that no boundedness assumption is made on $\sigma$ and $\sigma_{2}$.) Under these assumptions, given any time horizon $T>0$, any starting point $Z_{0} \in \mathbb{R}^{k}$ and any $\alpha$ rough path $\mathbb{X}=\left(\mathbb{X}^{1}, \mathbb{X}^{2}\right)$ with $\frac{1}{3}<\alpha \leqslant \frac{1}{2}$, we have global existence and uniqueness of solutions $Z:[0, T] \rightarrow \mathbb{R}^{k}$ to (3.18) (as we will prove in Theorem 3.12).

Denoting by $\mathcal{R}_{\alpha, d}$ the space of $d$-dimensional $\alpha$-rough paths $\mathbb{X}=\left(\mathbb{X}^{1}, \mathbb{X}^{2}\right)$, that we endow with the norm $\left\|\mathbb{X}^{1}\right\|_{\alpha}+\left\|\mathbb{X}^{2}\right\|_{2 \alpha}$ we can thus consider the solution map:
$\Phi: \mathbb{R}^{k} \times \mathcal{R}_{\alpha, d} \longrightarrow \mathcal{C}^{\alpha}$

$$
\left(Z_{0}, \mathbb{X}\right) \quad \longmapsto Z:=\left\{\begin{array}{l}
\text { unique solution of (3.18) for } t \in[0, T]  \tag{3.51}\\
\text { starting from } Z_{0}
\end{array}\right.
$$

We prove the highly non-trivial result that this map is locally Lipschitz. In the space $\mathcal{C}^{\alpha}$ of Hölder functions we work with the weighted norm $\|f\|_{\infty, \tau}+\|\delta f\|_{\alpha, \tau}$, which is equivalent to the usual norm $\|f\|_{\mathcal{C}^{\alpha}}:=\|f\|_{\infty}+\|\delta f\|_{\alpha}$, see Remark 1.15.

Theorem 3.11. (Continuity of the solution map) Let $\sigma$ and $\sigma_{2}$ satisfy (3.50) (with no boundedness assumption on the functions $\sigma$ and $\sigma_{2}$ ). Then, for any $T>0$ and $\left.\alpha \in] \frac{1}{3}, \frac{1}{2}\right]$, the solution map $\left(Z_{0}, \mathbb{X}\right) \mapsto Z$ in (3.51) is locally Lipschitz.

More explicitly, given any $M_{0}, M, D<\infty$, if we assume that

$$
\begin{equation*}
\max \left\{\|\nabla \sigma\|_{\infty},\left\|\nabla^{2} \sigma\right\|_{\infty},\left\|\nabla^{3} \sigma\right\|_{\infty},\left\|\nabla \sigma_{2}\right\|_{\infty},\left\|\nabla^{2} \sigma_{2}\right\|_{\infty}\right\} \leqslant D \tag{3.52}
\end{equation*}
$$

and we consider starting points $Z_{0}, \bar{Z}_{0} \in \mathbb{R}^{d}$ and rough paths $\mathbb{X}, \overline{\mathbb{X}} \in \mathcal{C}^{\alpha}$ with

$$
\begin{gather*}
\max \left\{\left|\sigma\left(Z_{0}\right)\right|,\left|\sigma_{2}\left(Z_{0}\right)\right|,\left|\sigma\left(\bar{Z}_{0}\right)\right|,\left|\sigma_{2}\left(\bar{Z}_{0}\right)\right|\right\} \leqslant M_{0},  \tag{3.53}\\
\max \left\{\left\|\mathbb{X}^{1}\right\|_{\alpha},\left\|\mathbb{X}^{2}\right\|_{2 \alpha},\left\|\overline{\mathbb{X}}^{1}\right\|_{\alpha},\left\|\overline{\mathbb{X}}^{2}\right\|_{2 \alpha}\right\} \leqslant M, \tag{3.54}
\end{gather*}
$$

then the corresponding solutions $Z=\left(Z_{s}\right)_{s \in[0, T]}, \bar{Z}=\left(\bar{Z}_{s}\right)_{s \in[0, T]}$ of (3.18) satisfy

$$
\begin{align*}
& \|Z-\bar{Z}\|_{\infty, \tau}+\|\delta Z-\delta \bar{Z}\|_{\alpha, \tau}+\left\|Z^{[2]}-\bar{Z}^{[2]}\right\|_{2 \alpha, \tau} \\
& \quad \leqslant \mathfrak{C}_{M}^{\prime}\left|Z_{0}-\bar{Z}_{0}\right|+30 M_{0}\left(\left\|\mathbb{X}^{1}-\overline{\mathbb{X}}^{1}\right\|_{\alpha}+\left\|\mathbb{X}^{2}-\overline{\mathbb{X}}^{2}\right\|_{2 \alpha}\right) \tag{3.55}
\end{align*}
$$

provided $\tau$ satisfies $0<\tau \wedge T \leqslant \hat{\tau}^{\prime}$ for a suitable $\hat{\tau}^{\prime}=\hat{\tau}_{\alpha, T, D, M_{0}, M}^{\prime}>0$, where we set

$$
\mathfrak{C}_{M}^{\prime}:=16\left\{\left(\|\nabla \sigma\|_{\infty}+\left\|\nabla \sigma_{2}\right\|_{\infty}\right) M+1\right\} \leqslant 32(D M+1) .
$$

Proof. It is convenient to define the constant

$$
\begin{equation*}
\mathfrak{c}_{M}^{\prime}:=\left(\|\nabla \sigma\|_{\infty}+\left\|\nabla \sigma_{2}\right\|_{\infty}\right) M \leqslant 2 D M . \tag{3.56}
\end{equation*}
$$

Let $Z$ and $\bar{Z}$ be two solutions of (3.18) with respective routh paths $\mathbb{X}$ and $\overline{\mathbb{X}}$. Defining $Y:=Z-\bar{Z}$ and $Y^{[2]}:=Z^{[2]}-\bar{Z}^{[2]}$, see (3.24), we rewrite our goal (3.55) as

$$
\begin{align*}
\|Y\|_{\infty, \tau}+\|\delta Y\|_{\alpha, \tau}+\left\|Y^{[2]}\right\|_{2 \alpha, \tau} \leqslant & 16\left(\mathfrak{c}_{M}^{\prime}+1\right)\left|Y_{0}\right| \\
& +30 M_{0}\left(\left\|\mathbb{X}^{1}-\overline{\mathbb{X}}^{1}\right\|_{\alpha}+\left\|\mathbb{X}^{2}-\overline{\mathbb{X}}^{2}\right\|_{2 \alpha}\right) . \tag{3.57}
\end{align*}
$$

Throughout the proof we use the shorthand

$$
\begin{equation*}
\varepsilon:=(\tau \wedge T)^{\alpha} \tag{3.58}
\end{equation*}
$$

and we write for $\varepsilon$ small enough to mean for all $0<\varepsilon<\varepsilon_{0}$, for a suitable $\varepsilon_{0}$ depending on $\alpha, T, M_{0}, M, D$. We claim that the following estimates hold for $\delta Y$ and $Y^{[2]}$ :

$$
\begin{gather*}
\|\delta Y\|_{\alpha, \tau} \leqslant \mathfrak{c}_{M}^{\prime}\|Y\|_{\infty, \tau}+2 M_{0}\left\|\mathbb{X}^{1}-\overline{\mathbb{X}}^{1}\right\|_{\alpha}+\varepsilon\left\|Y^{[2]}\right\|_{2 \alpha, \tau},  \tag{3.59}\\
\left\|Y^{[2]}\right\|_{2 \alpha, \tau} \leqslant \mathfrak{c}_{M}^{\prime}\|Y\|_{\infty, \tau}+2 M_{0}\left\|\mathbb{X}^{2}-\overline{\mathbb{X}}^{2}\right\|_{2 \alpha}+\varepsilon\left\|Y^{[3]}\right\|_{3 \alpha, \tau}, \tag{3.60}
\end{gather*}
$$

and, moreover, for $\varepsilon$ small enough the following estimate holds for $Y^{[3]}:=Z^{[3]}-\bar{Z}^{[3]}$ : $\varepsilon\left\|Y^{[3]}\right\|_{3 \alpha, \tau} \leqslant\|Y\|_{\infty, \tau}+M_{0}\left(\left\|\mathbb{X}^{1}-\overline{\mathbb{X}}^{1}\right\|_{\alpha}+\left\|\mathbb{X}^{2}-\overline{\mathbb{X}}^{2}\right\|_{2 \alpha}\right)+\|\delta Y\|_{\alpha, \tau}+\frac{1}{4}\left\|Y^{[2]}\right\|_{\alpha, \tau}$.

It is now elementary (but tedious) to deduce our goal (3.57). Plugging (3.61) into (3.60) we obtain $\left\|Y^{[2]}\right\|_{2 \alpha, \tau} \leqslant(\cdots)+\frac{1}{4}\left\|Y^{[2]}\right\|_{2 \alpha, \tau}$ which yields $\left\|Y^{[2]}\right\|_{2 \alpha, \tau} \leqslant \frac{4}{3}(\ldots)$ (since $\left\|Y^{[2]}\right\|_{2 \alpha, \tau}<\infty$ by Lemma 3.8). Making (...) explicit, we get
$\left\|Y^{[2]}\right\|_{2 \alpha, \tau} \leqslant 2\left(\mathfrak{c}_{M}^{\prime}+1\right)\|Y\|_{\infty, \tau}+4 M_{0}\left(\left\|\mathbb{X}^{1}-\overline{\mathbb{X}}^{1}\right\|_{\alpha}+\left\|\mathbb{X}^{2}-\overline{\mathbb{X}}^{2}\right\|_{2 \alpha}\right)+2\|\delta Y\|_{\alpha, \tau}$
which plugged into (3.59) yields, for $\varepsilon$ small enough (it suffices that $\varepsilon \leqslant \frac{1}{4}$ ),

$$
\begin{equation*}
\|\delta Y\|_{\alpha, \tau} \leqslant 3\left(\mathfrak{c}_{M}^{\prime}+1\right)\|Y\|_{\infty, \tau}+6 M_{0}\left(\left\|\mathbb{X}^{1}-\overline{\mathbb{X}}^{1}\right\|_{\alpha}+\left\|\mathbb{X}^{2}-\overline{\mathbb{X}}^{2}\right\|_{2 \alpha}\right) \tag{3.63}
\end{equation*}
$$

and looking back at (3.62) we obtain

$$
\begin{equation*}
\left\|Y^{[2]}\right\|_{2 \alpha, \tau} \leqslant 8\left(\mathfrak{c}_{M}^{\prime}+1\right)\|Y\|_{\infty, \tau}+16 M_{0}\left(\left\|\mathbb{X}^{1}-\overline{\mathbb{X}}^{1}\right\|_{\alpha}+\left\|\mathbb{X}^{2}-\overline{\mathbb{X}}^{2}\right\|_{2 \alpha}\right) \tag{3.64}
\end{equation*}
$$

so that, overall,

$$
\begin{align*}
\|Y\|_{\infty, \tau}+\|\delta Y\|_{\alpha, \tau}+\left\|Y^{[2]}\right\|_{2 \alpha, \tau} \leqslant & 12\left(\mathfrak{c}_{M}^{\prime}+1\right)\|Y\|_{\infty, \tau} \\
& +22 M_{0}\left(\left\|\mathbb{X}^{1}-\overline{\mathbb{X}}^{1}\right\|_{\alpha}+\left\|\mathbb{X}^{2}-\overline{\mathbb{X}}^{2}\right\|_{2 \alpha}\right) \tag{3.65}
\end{align*}
$$

It only remains to make $\|Y\|_{\infty, \tau}$ explicit. Since $\|Y\|_{\infty, \tau} \leqslant\left|Y_{0}\right|+3 \varepsilon\|\delta Y\|_{\alpha, \tau}$ by (2.5), for $\varepsilon$ small enough (more precisely for $\varepsilon \leqslant \frac{1}{36\left(c_{M}^{\prime}+1\right)}$ ) we can bound

$$
\begin{equation*}
\left(\mathfrak{c}_{M}^{\prime}+1\right)\|Y\|_{\infty, \tau} \leqslant\left(\mathfrak{c}_{M}^{\prime}+1\right)\left|Y_{0}\right|+\frac{1}{12}\|\delta Y\|_{\alpha, \tau} \tag{3.66}
\end{equation*}
$$

which inserted into (3.63) yields

$$
\|\delta Y\|_{\alpha, \tau} \leqslant 4\left(\mathfrak{c}_{M}^{\prime}+1\right)\left|Y_{0}\right|+8 M_{0}\left(\left\|\mathbb{X}^{1}-\overline{\mathbb{X}}^{1}\right\|_{\alpha}+\left\|\mathbb{X}^{2}-\overline{\mathbb{X}}^{2}\right\|_{2 \alpha}\right)
$$

Plugging this into (3.66), and then (3.66) into (3.65), we obtain our goal (3.57).
It remains to prove (3.59), (3.60) and (3.61). We first state some useful bounds that will be used repeatedly. Recalling (3.52) and (3.28)-(3.30), let us define

$$
\begin{equation*}
\bar{\tau}=\bar{\tau}_{\alpha, D, M}:=\frac{1}{\left\{4\left(K_{3 \alpha}+3\right)\left(2\left(D^{2}+D\right)\left(M^{2}+M\right)+1\right)\right\}^{1 / \alpha}}, \tag{3.67}
\end{equation*}
$$

By the a priori estimate (3.29) we can then bound

$$
\begin{equation*}
\text { for } \varepsilon=(\tau \wedge T)^{\alpha} \leqslant \bar{\tau}^{\alpha}: \quad\|\delta Z\|_{\alpha, \tau}+\left\|Z^{[2]}\right\|_{2 \alpha, \tau} \leqslant 4 M_{0} M \tag{3.68}
\end{equation*}
$$

hence
$\max \left\{\|\delta \sigma(Z)\|_{\alpha, \tau},\left\|\delta \sigma_{2}(Z)\right\|_{\alpha, \tau}\right\} \leqslant \max \left\{\|\nabla \sigma\|_{\infty},\left\|\nabla \sigma_{2}\right\|_{\infty}\right\}\|\delta Z\|_{\alpha, \tau} \leqslant 4 M_{0} \mathfrak{c}_{M}^{\prime}$,
which implies that, by (2.5) and for $\varepsilon$ small enough,

$$
\max \left\{\|\sigma(Z)\|_{\infty, \tau},\left\|\sigma_{2}(Z)\right\|_{\infty, \tau}\right\} \leqslant M_{0}+3 \varepsilon 4 M_{0} \mathfrak{c}_{M}^{\prime} \leqslant 2 M_{0}
$$

We record the following simple bound, for any Lipschitz function $f$,

$$
\begin{equation*}
\|f(Z)-f(\bar{Z})\|_{\infty, \tau} \leqslant\|\nabla f\|_{\infty}\|Z-\bar{Z}\|_{\infty, \tau}=\|\nabla f\|_{\infty}\|Y\|_{\infty, \tau} \tag{3.70}
\end{equation*}
$$

We will also use a number of times the elementary estimate, for $a, b, \bar{a}, \bar{b} \in \mathbb{R}$,

$$
\begin{equation*}
|a b-\bar{a} \bar{b}|=|a b-a \bar{b}+a \bar{b}-\bar{a} \bar{b}| \leqslant|a||b-\bar{b}|+|\bar{b}||a-\bar{a}| . \tag{3.71}
\end{equation*}
$$

We can now prove (3.59). Since $\delta Y_{s t}=\delta Z_{s t}-\delta \bar{Z}_{s t}=\sigma\left(Z_{s}\right) \mathbb{X}_{s t}^{1}-\sigma\left(\bar{Z}_{s}\right) \overline{\mathbb{X}}_{s t}^{1}+Y_{s t}^{[2]}$, see (3.24) for $Z$ and $\bar{Z}$, by (2.7) and (3.53)-(3.54) we get, applying (3.71),

$$
\begin{aligned}
\|\delta Y\|_{\alpha, \tau} & \leqslant\|\sigma(Z)\|_{\infty, \tau}\left\|\mathbb{X}^{1}-\overline{\mathbb{X}}^{1}\right\|_{\alpha}+\|\sigma(Z)-\sigma(\bar{Z})\|_{\infty, \tau}\left\|\overline{\mathbb{X}}^{1}\right\|_{\alpha}+\left\|Y^{[2]}\right\|_{\alpha, \tau} \\
& \leqslant 2 M_{0}\left\|\mathbb{X}^{1}-\overline{\mathbb{X}}^{1}\right\|_{\alpha}+\|\sigma(Z)-\sigma(\bar{Z})\|_{\infty, \tau} M+\varepsilon\left\|Y^{[2]}\right\|_{2 \alpha, \tau},
\end{aligned}
$$

because $\left\|Y^{[2]}\right\|_{\alpha, \tau} \leqslant \varepsilon\left\|Y^{[2]}\right\|_{2 \alpha, \tau}$ by (2.6) (recall the definition (3.58) of $\varepsilon$ ). Applying (3.70) with $f=\sigma$ and recalling $\mathfrak{c}_{M}^{\prime}$ from (3.56), we obtain (3.59).

The proof of (3.60) is similar. Since $Z_{s t}^{[3]}=Z_{s t}^{[2]}-\sigma_{2}\left(Z_{s}\right) \mathbb{X}_{s t}^{2}$ and similarly for $\bar{Z}^{[3]}$, see (3.24), we can write $Y_{s t}^{[2]}=Z^{[2]}-\bar{Z}^{[2]}=\sigma_{2}\left(Z_{s}\right) \mathbb{X}_{s t}^{2}-\sigma_{2}\left(\bar{Z}_{s}\right) \overline{\mathbb{X}}_{s t}^{2}+Y_{s t}^{[3]}$, therefore

$$
\begin{aligned}
\left\|Y^{[2]}\right\|_{2 \alpha, \tau} & \leqslant\left\|\sigma_{2}(Z)\right\|_{\infty, \tau}\left\|\mathbb{X}^{2}-\overline{\mathbb{X}}^{2}\right\|_{2 \alpha}+\left\|\sigma_{2}(Z)-\sigma_{2}(\bar{Z})\right\|_{\infty, \tau}\left\|\overline{\mathbb{X}}^{2}\right\|_{2 \alpha}+\left\|Y^{[3]}\right\|_{2 \alpha, \tau} \\
& \leqslant 2 M_{0}\left\|\mathbb{X}^{2}-\overline{\mathbb{X}}^{2}\right\|_{2 \alpha}+\left\|\sigma_{2}(Z)-\sigma_{2}(\bar{Z})\right\|_{\infty, \tau} M+\varepsilon\left\|Y^{[3]}\right\|_{3 \alpha, \tau},
\end{aligned}
$$

since $\left\|Y^{[3]}\right\|_{2 \alpha, \tau} \leqslant \varepsilon\left\|Y^{[3]}\right\|_{3 \alpha, \tau}$ by (2.6). Applying (3.70) for $f=\sigma_{2}$ we obtain (3.60).
We finally prove (3.61). Since $Y_{s t}^{[3]}=Z_{s t}^{[3]}-\bar{Z}_{s t}^{[3]}=o(t-s)$, see (3.19), the weighted Sewing Bound (1.41) yields

$$
\begin{equation*}
\left\|Y^{[3]}\right\|_{3 \alpha, \tau} \leqslant K_{3 \alpha}\left\|\delta Y^{[3]}\right\|_{3 \alpha, \tau}, \tag{3.72}
\end{equation*}
$$

hence we can focus on $\delta Y^{[3]}=\delta Z^{[3]}-\delta \bar{Z}^{[3]}$. Let us recall (3.26): for $0 \leqslant s \leqslant u \leqslant t \leqslant T$

$$
\delta Z_{s u t}^{[3]}=\underbrace{\left(\sigma\left(Z_{u}\right)-\sigma\left(Z_{s}\right)-\sigma_{2}\left(Z_{s}\right) \mathbb{X}_{s u}^{1}\right.}_{B_{s u}}) \mathbb{X}_{u t}^{1}+\delta \sigma_{2}(Z)_{s u} \mathbb{X}_{u t}^{2}
$$

and analogously for $\delta \bar{Z}^{[3]}$ and $\bar{B}_{s u}$, therefore by (3.71) and (3.21) we obtain

$$
\begin{align*}
\left\|\delta Y^{[3]}\right\|_{3 \alpha, \tau} \leqslant & \|B\|_{2 \alpha, \tau}\left\|\mathbb{X}^{1}-\overline{\mathbb{X}}^{1}\right\|_{\alpha}+\|B-\bar{B}\|_{2 \alpha, \tau}\left\|\overline{\mathbb{X}}^{1}\right\|_{\alpha, \tau} \\
& +\left\|\delta \sigma_{2}(Z)\right\|_{\alpha, \tau}\left\|\mathbb{X}^{2}-\overline{\mathbb{X}}^{2}\right\|_{2 \alpha}+\left\|\delta \sigma_{2}(Z)-\delta \sigma_{2}(\bar{Z})\right\|_{\alpha, \tau}\left\|\overline{\mathbb{X}}^{2}\right\|_{2 \alpha} . \tag{3.73}
\end{align*}
$$

It remains to estimate the four terms in the RHS: in view of (3.72), relation (3.61) is proved if we show that, for $\varepsilon$ small enough,

$$
\begin{align*}
\varepsilon K_{3 \alpha}\|B\|_{2 \alpha, \tau}\left\|\mathbb{X}^{1}-\overline{\mathbb{X}}^{1}\right\|_{\alpha} & \leqslant M_{0}\left\|\mathbb{X}^{1}-\overline{\mathbb{X}}^{1}\right\|_{\alpha},  \tag{3.74}\\
\varepsilon K_{3 \alpha}\|B-\bar{B}\|_{2 \alpha, \tau}\left\|\overline{\mathbb{X}}^{1}\right\|_{\alpha, \tau} & \leqslant \frac{1}{2}\left(\|Y\|_{\infty, \tau}+\|\delta Y\|_{\alpha, \tau}\right)+\frac{1}{4}\left\|Y^{[2]}\right\|_{2 \alpha, \tau},  \tag{3.75}\\
\varepsilon K_{3 \alpha}\left\|\delta \sigma_{2}(Z)\right\|_{\alpha, \tau}\left\|\mathbb{X}^{2}-\overline{\mathbb{X}}^{2}\right\|_{2 \alpha} & \leqslant M_{0}\left\|\mathbb{X}^{2}-\overline{\mathbb{X}}^{2}\right\|_{2 \alpha},  \tag{3.76}\\
\varepsilon K_{3 \alpha}\left\|\delta \sigma_{2}(Z)-\delta \sigma_{2}(\bar{Z})\right\|_{\alpha, \tau}\left\|\overline{\mathbb{X}}^{2}\right\|_{2 \alpha} & \leqslant \frac{1}{2}\left(\|Y\|_{\infty, \tau}+\|\delta Y\|_{\alpha, \tau}\right) . \tag{3.77}
\end{align*}
$$

We first deal with (3.76) and (3.77), then we focus on (3.74) and (3.75).
Proving (3.76) is very simple: since $\left\|\delta \sigma_{2}(Z)\right\|_{\alpha, \tau} \leqslant 4 M_{0} \mathfrak{c}_{M}^{\prime}$ by (3.69), we see that (3.76) holds for $\varepsilon$ small enough. To prove (3.77), note that by (2.51) we have

$$
\|\delta \sigma(Z)-\delta \sigma(\bar{Z})\|_{(\gamma-1) \alpha, \tau} \leqslant\|\nabla \sigma\|_{\infty}\|\delta Y\|_{\alpha, \tau}+4 M_{0} M[\sigma]_{\mathcal{C}^{\gamma-1}}\|Y\|_{\infty, \tau} .
$$

Applying (3.54) and (3.68) we obtain

$$
\left\|\delta \sigma_{2}(Z)-\delta \sigma_{2}(\bar{Z})\right\|_{\alpha, \tau}\left\|\overline{\mathbb{X}}^{2}\right\|_{2 \alpha} \leqslant\left\|\nabla \sigma_{2}\right\|_{\infty} M\|\delta Y\|_{\alpha, \tau}+\mathrm{e}^{\frac{T}{\tau}}\left\|\nabla^{2} \sigma_{2}\right\|_{\infty} 8 M_{0} M^{2}\|Y\|_{\infty, \tau},
$$

which shows that (3.77) holds for $\varepsilon$ small enough.
Let us now prove (3.74). By (3.22) we have, for $0 \leqslant s \leqslant t \leqslant T$,

$$
\begin{equation*}
B_{s t}=\underbrace{\nabla \sigma\left(Z_{s}\right) Z_{s t}^{[2]}}_{E_{s t}}+\underbrace{\int_{0}^{1}\left[\left(\nabla \sigma\left(Z_{s}+r \delta Z_{s t}\right)-\nabla \sigma\left(Z_{s}\right)\right) \delta Z_{s t}\right] \mathrm{d} r}_{F_{s t}} \tag{3.78}
\end{equation*}
$$

and similarly for $\bar{E}_{s t}$ and $\bar{F}_{s t}$. In particular, recalling (3.68), we get

$$
\begin{aligned}
\|B\|_{2 \alpha, \tau} & \leqslant\|\nabla \sigma\|_{\infty}\left\|Z^{[2]}\right\|_{2 \alpha, \tau}+\left\|\nabla^{2} \sigma\right\|_{\infty}\|\delta Z\|_{\alpha, \tau}^{2} \\
& \leqslant\|\nabla \sigma\|_{\infty} 4 M_{0} M+\left\|\nabla^{2} \sigma\right\|_{\infty}\left(4 M_{0} M\right)^{2}
\end{aligned}
$$

hence we see that (3.74) holds for $\varepsilon$ small enough.
We finally prove (3.75), which is a bit tedious. In view of (3.78), we first consider

$$
E_{s t}-\bar{E}_{s t}=\left(\nabla \sigma\left(Z_{s}\right)-\nabla \sigma\left(\bar{Z}_{s}\right)\right) Z_{s t}^{[2]}+\nabla \sigma\left(\bar{Z}_{s}\right)\left(Z_{s t}^{[2]}-\bar{Z}_{s t}^{[2]}\right)
$$

Applying (2.9) with $H=Z^{[2]}$ and $\bar{\tau}$ from (3.67), we obtain

$$
\|E-\bar{E}\|_{2 \alpha, \tau} \leqslant\|\nabla \sigma(Z)-\nabla \sigma(\bar{Z})\|_{\infty, \tau} \mathrm{e}^{\frac{T}{\bar{T}}}\left\|Z^{[2]}\right\|_{2 \alpha, \bar{\tau}}+\|\nabla \sigma\|_{\infty}\left\|Y^{[2]}\right\|_{2 \alpha, \tau}
$$

By (3.70) with $f=\nabla \sigma$ and the a priori estimate (3.68) we obtain

$$
\begin{equation*}
\|E-\bar{E}\|_{2 \alpha, \tau} \leqslant\left\|\nabla^{2} \sigma\right\|_{\infty}\|Y\|_{\infty, \tau} \mathrm{e}^{\frac{T}{\bar{T}}} 4 M_{0} M+\|\nabla \sigma\|_{\infty}\left\|Y^{[2]}\right\|_{2 \alpha, \tau} . \tag{3.79}
\end{equation*}
$$

We then consider $F_{s t}-\bar{F}_{s t}$. By (2.19), for $0 \leqslant r \leqslant 1$ we can estimate

$$
\begin{aligned}
& \left|\left(\nabla \sigma\left(Z_{s}+r \delta Z_{s t}\right)-\nabla \sigma\left(Z_{s}\right)\right)-\left(\nabla \sigma\left(\bar{Z}_{s}+r \delta \bar{Z}_{s t}\right)-\nabla \sigma\left(\bar{Z}_{s}\right)\right)\right|\left|\delta Z_{s t}\right| \\
& \quad \leqslant\left\|\nabla^{2} \sigma\right\|_{\infty}\left|\delta Y_{s t}\right|\left|\delta Z_{s t}\right|+\left\|\nabla^{3} \sigma\right\|_{\infty} \max _{0 \leqslant u \leqslant 1}\left\{(1-u)\left|Y_{s}\right|+u\left|Y_{t}\right|\right\}\left|\delta Z_{s t}\right|^{2}
\end{aligned}
$$

as well as

$$
\left|\nabla \sigma\left(Z_{s}+r \delta Z_{s t}\right)-\nabla \sigma\left(Z_{s}\right)\right|\left|\delta Z_{s t}-\delta \bar{Z}_{s t}\right| \leqslant\left\|\nabla^{2} \sigma\right\|_{\infty}\left|\delta Z_{s t}\right|\left|\delta Y_{s t}\right|
$$

We can then estimate $F_{s t}-\bar{F}_{s t}$ from (3.78) as in (3.71): applying (2.9) twice with $H=\delta Z$ and $H=(\delta Z)^{2}$, always with $\bar{\tau}$ from (3.67), and recalling (3.68), we obtain

$$
\begin{align*}
\|F-\bar{F}\|_{2 \alpha, \tau} & \leqslant 2\left\|\nabla^{2} \sigma\right\|_{\infty}\|\delta Y\|_{\alpha, \tau} \mathrm{e}^{\frac{T}{\bar{\tau}}}\|\delta Z\|_{\alpha, \bar{\tau}}+\left\|\nabla^{3} \sigma\right\|_{\infty}\|Y\|_{\infty, \tau} \mathrm{e}^{\frac{T}{\bar{\tau}}}\|\delta Z\|_{\alpha, \bar{\tau}}^{2} \\
& \leqslant \mathrm{e}^{\frac{T}{\bar{\tau}}}\left\{8 M_{0} M\left\|\nabla^{2} \sigma\right\|_{\infty}\|\delta Y\|_{\alpha, \tau}+\left(4 M_{0} M\right)^{2}\left\|\nabla^{3} \sigma\right\|_{\infty}\|Y\|_{\infty, \tau}\right\} . \tag{3.80}
\end{align*}
$$

Since $\|B-\bar{B}\|_{2 \alpha, \tau} \leqslant\|E-\bar{E}\|_{2 \alpha, \tau}+\|F-\bar{F}\|_{2 \alpha, \tau}$ in view of (3.78), we see by (3.79) and (3.80) that (3.75) holds for $\varepsilon$ small enough. The proof is complete.

### 3.8. GLOBAL EXISTENCE AND UNIQUENESS

Let us suppose that $\sigma: \mathbb{R}^{k} \rightarrow \mathbb{R}^{k} \otimes\left(\mathbb{R}^{d}\right)^{*}$ is of class $C^{3}$ with $\|\nabla \sigma\|_{\infty}+\left\|\nabla \sigma_{2}\right\|_{\infty}<+\infty$.
THEOREM 3.12. Let $\alpha>\frac{1}{3}$. If $\sigma: \mathbb{R}^{k} \rightarrow \mathbb{R}^{k} \otimes\left(\mathbb{R}^{d}\right)^{*}$ is of class $C^{3}$ with $\|\nabla \sigma\|_{\infty}+$ $\left\|\nabla \sigma_{2}\right\|_{\infty}<+\infty$ then for every $z_{0} \in \mathbb{R}^{k}$ and $T>0$ there is a unique solution $\left(Z_{t}\right)_{t \in[0, T]}$ to (3.19) such that $Z_{0}=z_{0}$.

Proof. By Theorem 3.10 we have at most one solution. We now construct a solution on an arbitrary finite interval $[0, T]$, arguing as in the proof of Theorem 2.15. We define $\Lambda \subseteq[0, T]$ as the set of all $s$ such that there is a solution $\left(Z_{t}\right)_{t \in[0, s]}$ to (3.19). By Proposition 3.6, $\Lambda$ is an open subset of $[0, T]$ and contains 0 . By the a priori estimates of Theorem 3.9, $\Lambda$ is a closed subset of $[0, T]$. Therefore $\Lambda=[0, T]$.

### 3.9. Milstein scheme and local existence

In this section we prove the local existence result of Proposition 3.6, under the assumption that $\sigma, \sigma_{2}$ are of class $C^{1}$ and uniformly Lipschitz. To construct a solution to (3.10), we set $t_{i}:=\frac{i}{n}, i \geqslant 0$, and for a given $y_{0} \in \mathbb{R}^{k}$

$$
y_{t_{i+1}}=y_{t_{i}}+\sigma\left(y_{t_{i}}\right) \mathbb{X}_{t_{i} t_{i+1}}^{1}+\sigma_{2}\left(y_{t_{i}}\right) \mathbb{X}_{t_{i} t_{i+1}}^{2}, \quad i \geqslant 0
$$

We set $D:=\max \left\{1,\|\nabla \sigma\|_{\infty},\left\|\nabla \sigma_{2}\right\|_{\infty}\right\}, \mathbb{T}:=\left\{t_{i}: t_{i} \leqslant T\right\}$ and

$$
\begin{aligned}
\delta y_{t_{i} t_{j}} & :=y_{t_{j}}-y_{t_{i}} \\
\|\delta y\|_{\alpha}^{\mathbb{T}} & :=\sup _{0<i<j \leqslant n T} \frac{\left|y_{t_{j}}-y_{t_{i}}\right|}{\left|t_{j}-t_{i}\right|^{\alpha}} \\
A_{t_{i} t_{j}} & :=\sigma\left(y_{t_{i}}\right) \mathbb{X}_{t_{i} t_{j}}^{1}+\sigma_{2}\left(y_{t_{i}}\right) \mathbb{X}_{t_{i} t_{j}}^{2} .
\end{aligned}
$$

The main technical estimate is the following
Lemma 3.13. Let $M>0$. There exists $T_{M, D, \alpha}>0$ such that, for all $T \in\left(0, T_{M, D, \alpha}\right)$ and $\mathbb{X}=\left(\mathbb{X}^{1}, \mathbb{X}^{2}\right) \in \mathcal{R}_{\alpha, d}$ such that $\left\|\mathbb{X}^{1}\right\|_{\alpha}+\left\|\mathbb{X}^{2}\right\|_{2 \alpha} \leqslant M$, we have

$$
\begin{aligned}
\|\delta y\|_{\alpha}^{\mathbb{T}} & \leqslant 5 M\left(\left|\sigma\left(y_{0}\right)\right|+\left|\sigma_{2}\left(y_{0}\right)\right|\right), \\
\|\delta y-A\|_{3 \alpha}^{\mathbb{T}} & \lesssim_{M, D, \alpha}\left(\left|\sigma\left(y_{0}\right)\right|+\left|\sigma_{2}\left(y_{0}\right)\right|\right) .
\end{aligned}
$$

Proof. Let us set $R_{t_{i} t_{j}}:=\delta y_{t_{i} t_{j}}-A_{t_{i} t_{j}}$. By the definitions, $R_{t_{i} t_{i+1}}=0$. Then we can apply the discrete Sewing bound (Theorem 1.18) to $R$ on $\mathbb{T}:=\left\{\frac{i}{n}: i \leqslant n T\right\}$ and we obtain

$$
\|R\|_{3 \alpha}^{\mathbb{T}} \leqslant C_{3 \alpha}\|\delta R\|_{3 \alpha}^{\mathbb{T}}, \quad C_{3 \alpha}=2^{3 \alpha} \sum_{n \geqslant 1} \frac{1}{n^{3 \alpha}} .
$$

Now, analogously to (3.26), since $\delta R=-\delta A$,

$$
\delta R_{t_{i} t_{j} t_{k}}=-\underbrace{\left(\sigma\left(y_{t_{j}}\right)-\sigma\left(y_{t_{i}}\right)-\sigma_{2}\left(y_{t_{i}}\right) \mathbb{X}_{t_{i} t_{j}}^{1}\right)}_{B_{i j}} \mathbb{X}_{t_{j} t_{k}}^{1}-\underbrace{\left(\sigma_{2}\left(y_{t_{i}}\right)-\sigma_{2}\left(y_{t_{j}}\right)\right)}_{C_{i j}} \mathbb{X}_{t_{j} t_{k}}^{2},
$$

so that

$$
\|\delta R\|_{3 \alpha}^{\mathbb{T}} \leqslant M\left(\|B\|_{2 \alpha}^{\mathbb{T}}+\|C\|_{\alpha}^{\mathbb{T}}\right) .
$$

We set

$$
H_{t_{i} t_{j}}:=\delta y_{t_{i} t_{j}}-\sigma\left(y_{t_{i}}\right) \mathbb{X}_{t_{i} t_{j}}^{1},
$$

and by (3.23) we obtain

$$
\begin{aligned}
& B_{t_{i} t_{j}}=\sigma\left(y_{t_{j}}\right)-\sigma\left(y_{t_{i}}\right)-\sigma_{2}\left(y_{t_{i}}\right) \mathbb{X}_{t_{i} t_{j}}^{1}= \\
& =\underbrace{\int_{0}^{1}\left(\sigma_{2}\left(y_{t_{i}}+u \delta y_{t_{i} t_{j}}\right)-\sigma_{2}\left(y_{t_{i}}\right)\right) \mathbb{X}_{t_{i} t_{j}}^{1} \mathrm{~d} u}_{E_{i j}}+\underbrace{\int_{0}^{1} \nabla \sigma\left(y_{t_{i}}+u \delta y_{t_{i} t_{j}}\right) \mathrm{d} u H_{t_{i} t_{j}}}_{G_{i j}} \\
& -\underbrace{\int_{0}^{1} \nabla \sigma\left(y_{t_{i}}+u \delta y_{t_{i} t_{j}}\right)\left(\sigma\left(y_{t_{i}}+u \delta y_{t_{i} t_{j}}\right)-\sigma\left(y_{t_{i}}\right)\right) \mathbb{X}_{t_{i} t_{j}}^{1} \mathrm{~d} u} .
\end{aligned}
$$

First

$$
\|E\|_{2 \alpha}^{\mathbb{T}} \leqslant\left\|\nabla \sigma_{2}\right\|_{\infty}\|\delta y\|_{\alpha}^{\mathbb{T}}\left\|\mathbb{X}^{1}\right\|_{\alpha} \leqslant D M\|\delta y\|_{\alpha}^{\mathbb{T}}
$$

Similarly

$$
\|G\|_{2 \alpha}^{\mathbb{T}} \leqslant\|\nabla \sigma\|_{\infty}^{2}\|\delta y\|_{\alpha}^{\mathbb{T}}\left\|\mathbb{X}^{1}\right\|_{\alpha} \leqslant D^{2} M\|\delta y\|_{\alpha}^{\mathbb{T}}
$$

By the definition of $R_{t_{i} t_{j}}$

$$
\begin{aligned}
\left|H_{t_{i} t_{j}}\right| & \leqslant\left|R_{t_{i} t_{j}}\right|+\left|\sigma_{2}\left(y_{t_{i}}\right) \mathbb{X}_{t_{i} t_{j}}^{2}\right| \\
& \leqslant\left[T^{\alpha}\|R\|_{3 \alpha}^{\mathbb{T}}+\left(\left|\sigma_{2}\left(y_{0}\right)\right|+T^{\alpha}\left\|\nabla \sigma_{2}\right\|_{\infty}\|\delta y\|_{\alpha}^{\mathbb{T}}\right)\left\|\mathbb{X}^{2}\right\|_{2 \alpha}\right]\left|t_{j}-t_{i}\right|^{2 \alpha} \\
& \leqslant\left(T^{\alpha}\|R\|_{3 \alpha}^{\mathbb{T}}+M\left|\sigma_{2}\left(y_{0}\right)\right|+T^{\alpha} D M\|\delta y\|_{\alpha}^{\mathbb{T}}\right)\left|t_{j}-t_{i}\right|^{2 \alpha} .
\end{aligned}
$$

Therefore

$$
\begin{aligned}
\|F\|_{2 \alpha}^{\mathbb{T}} & \leqslant D\|H\|_{2 \alpha}^{\mathbb{T}} \\
& \leqslant D\left(T^{\alpha}\|R\|_{3 \alpha}^{\mathbb{T}}+M\left|\sigma_{2}\left(y_{0}\right)\right|+T^{\alpha} D M\|\delta y\|_{\alpha}^{\mathbb{T}}\right) .
\end{aligned}
$$

Finally

$$
\begin{aligned}
\|B\|_{2 \alpha}^{\mathbb{T}} & \leqslant\|E\|_{2 \alpha}^{\mathbb{T}}+\|F\|_{2 \alpha}^{\mathbb{T}}+\|G\|_{2 \alpha}^{\mathbb{T}} \\
& \leqslant D\left[M\left|\sigma_{2}\left(y_{0}\right)\right|+T^{\alpha}\|R\|_{3 \alpha}^{\mathbb{T}}+D M\left(2+T^{\alpha}\right)\|\delta y\|_{\alpha}^{\mathbb{T}}\right] .
\end{aligned}
$$

Analogously

$$
\|C\|_{2 \alpha}^{\mathbb{T}} \leqslant D\|\delta y\|_{\alpha}^{\mathbb{T}} .
$$

Therefore

$$
\|R\|_{3 \alpha}^{\mathbb{T}} \leqslant C_{3 \alpha} D M\left(M\left|\sigma_{2}\left(y_{0}\right)\right|+T^{\alpha}\|R\|_{3 \alpha}^{\mathbb{T}}+\left[1+D M\left(2+T^{\alpha}\right)\right]\|\delta y\|_{\alpha}^{\mathbb{T}}\right) .
$$

If $T^{\alpha} C_{3 \alpha} D M \leqslant \frac{1}{2}$ then

$$
\begin{equation*}
\|R\|_{3 \alpha}^{\mathbb{T}} \leqslant 2 C_{3 \alpha} D M\left(M\left|\sigma_{2}\left(y_{0}\right)\right|+\left[1+D M\left(2+T^{\alpha}\right)\right]\|\delta y\|_{\alpha}^{\mathbb{T}}\right) . \tag{3.81}
\end{equation*}
$$

We set

$$
L(y):=2 C_{3 \alpha} D M\left(M\left|\sigma_{2}\left(y_{0}\right)\right|+\left[1+D M\left(2+T^{\alpha}\right)\right]\|\delta y\|_{\alpha}^{\mathbb{T}}\right)
$$

Now we obtain by (3.81)

$$
\begin{aligned}
\|\delta y\|_{\alpha}^{\mathbb{T}} & \leqslant\|R\|_{\alpha}^{\mathbb{T}}+\|A\|_{\alpha}^{\mathbb{T}} \\
& \leqslant T^{2 \alpha} L(y)+\left(\left|\sigma\left(y_{0}\right)\right|+\left|\sigma_{2}\left(y_{0}\right)\right|+2 D T^{\alpha}\|\delta y\|_{\alpha}^{\mathbb{T}}\right) M .
\end{aligned}
$$

If we assume also that $2 D M T^{\alpha} \leqslant \frac{1}{2}$, we obtain

$$
\|\delta y\|_{\alpha} \leqslant 2 T^{2 \alpha} L(y)+2 M\left(\left|\sigma\left(y_{0}\right)\right|+\left|\sigma_{2}\left(y_{0}\right)\right|\right) .
$$

By the definition of $L(y)$, if furthermore $2 C_{3 \alpha} D M\left[1+D M\left(2+T^{\alpha}\right)\right] T^{2 \alpha} \leqslant \frac{1}{2}$, we obtain finally

$$
\begin{aligned}
\|\delta y\|_{\alpha}^{\mathbb{T}} & \leqslant 5 M\left(\left|\sigma\left(y_{0}\right)\right|+\left|\sigma_{2}\left(y_{0}\right)\right|\right) \\
L(y) & \leqslant 12 C_{3 \alpha} D M^{2}\left[1+D M\left(2+T^{\alpha}\right)\right]\left(\left|\sigma\left(y_{0}\right)\right|+\left|\sigma_{2}\left(y_{0}\right)\right|\right)=: K,
\end{aligned}
$$

and by (3.81)

$$
\|\delta y-A\|_{3 \alpha}^{\mathbb{T}} \leqslant K
$$

The proof is complete.
Proof of Proposition 3.6. Arguing as in Theorem 2.16 we obtain the result of local existence for equation (3.19) of Proposition 3.6.

## Chapter 4

## Stochastic Differential Equations

In this chapter we connect the rough difference equations ( $R D E$ ) discussed in the previous chapter, see (3.18), with the classical stochastic differential equations (SDE) $\mathrm{dY} \mathrm{Y}_{t}=\sigma\left(Y_{t}\right) \mathrm{d} B_{t}$ driven by a Brownian motion $B$. Indeed, both RDE and SDE are ways to make sense of the ill-posed differential equation $\dot{Y}_{t}=\sigma\left(Y_{t}\right) \dot{B}_{t}$.

We fix a time horizon $T>0$ and two dimensions $k, d \in \mathbb{N}$. Let $B=\left(B_{t}\right)_{t \in[0, T]}$ be a $d$-dimensional Brownian motion (with continuous paths) relative to a filtration $\left(\mathcal{F}_{t}\right)_{t \in[0, T]}$, defined on a probability space $(\Omega, \mathcal{A}, \mathbb{P})$. We fix a sufficiently regular function $\sigma: \mathbb{R}^{k} \rightarrow \mathbb{R}^{k} \otimes\left(\mathbb{R}^{d}\right)^{*}$ and we consider a solution $Y=\left(Y_{t}\right)_{t \in[0, T]}$ of the SDE

$$
\begin{equation*}
\mathrm{d} \mathrm{Y}_{t}=\sigma\left(Y_{t}\right) \mathrm{d} B_{t} \quad \text { i.e. } \quad Y_{t}=Y_{0}+\int_{0}^{t} \sigma\left(Y_{s}\right) \mathrm{d} B_{s}, \quad t \geqslant 0 \tag{4.1}
\end{equation*}
$$

where the stochastic integral is in the Ito sense. We always fix a version of $Y$ with continuous paths (we recall that the Ito integral is a continuous local martingale).

We want to show that $Y$ solves a rough difference equation driven by the rough path $\mathbb{B}=\left(\mathbb{B}^{1}, \mathbb{B}^{2}\right)($ see Definition 3.2) defined by

$$
\begin{equation*}
\mathbb{B}_{s t}^{1}:=B_{t}-B_{s}, \quad \mathbb{B}_{s t}^{2}:=\int_{s}^{t}\left(B_{r}-B_{s}\right) \otimes \mathrm{d} B_{r}, \quad 0 \leqslant s \leqslant t \leqslant T, \tag{4.2}
\end{equation*}
$$

where the stochastic integral is in the Ito sense. More explicitly, for $i, j \in\{1, \ldots, d\}$

$$
\begin{equation*}
\left(\mathbb{B}_{s t}^{1}\right)^{i}:=B_{t}^{i}-B_{s}^{i}, \quad\left(\mathbb{B}_{s t}^{2}\right)^{i j}:=\int_{s}^{t}\left(B_{r}^{i}-B_{s}^{i}\right) \mathrm{d} B_{r}^{j} \tag{4.3}
\end{equation*}
$$

where we write $B_{t}=\left(B_{t}^{1}, \ldots, B_{t}^{d}\right)$, so that $\mathbb{B}^{1}:[0, T]^{2} \rightarrow \mathbb{R}^{d}$ and $\mathbb{B}^{2}:[0, T]_{\leqslant}^{2} \rightarrow \mathbb{R}^{d} \otimes \mathbb{R}^{d}$.
Our first main result is that $\left(\mathbb{B}^{1}, \mathbb{B}^{2}\right)$ is indeed a rough path over $B$.
Theorem 4.1. (Ito rough path) Almost surely, $\mathbb{B}:=\left(\mathbb{B}^{1}, \mathbb{B}^{2}\right)$ is an $\alpha$-rough path over $B$ (see Definition 3.2) for any $\alpha \in] \frac{1}{3}, \frac{1}{2}[$.

Our second main result is that, under suitable assumptions, the solution $Y$ of the $\operatorname{SDE}$ (4.1) solves the $\operatorname{RDE}$ (3.18) driven by the Ito rough path $\mathbb{X}=\mathbb{B}$.

Theorem 4.2. (SDE \& RDE) If $\sigma(\cdot)$ is of class $C^{2}$, then almost surely a solution $Y=\left(Y_{t}\right)_{t \in[0, T]}$ of the $\operatorname{SDE}$ (4.1) is also a solution of the RDE

$$
\begin{equation*}
\delta Y_{s t}=\sigma\left(Y_{s}\right) \mathbb{B}_{s t}^{1}+\sigma_{2}\left(Y_{s}\right) \mathbb{B}_{s t}^{2}+o(t-s), \quad 0 \leqslant s \leqslant t \leqslant T \tag{4.4}
\end{equation*}
$$

(We recall that $\sigma_{2}(\cdot):=\nabla \sigma(\cdot) \sigma(\cdot)$ is defined in (3.5).)
If $\sigma(\cdot)$ is of class $C^{3}$ and, furthermore, $\sigma(\cdot)$ and $\sigma_{2}(\cdot)$ are globally Lipschitz, i.e. $\|\nabla \sigma\|_{\infty}+\left\|\nabla \sigma_{2}\right\|_{\infty}<\infty$, then almost surely both the $\operatorname{SDE}$ (4.1) and the RDE (4.4) admit a unique solution $Y=\left(Y_{t}\right)_{t \in[0, T]}$ and these solutions coincide.

The key tool we exploit in this chapter is a local expansion of stochastic integrals, see Theorem 4.3 in the next Section 4.1. The proofs of Theorems 4.1 and 4.2 are direct consequences of this result, see Section 4.2.

In Sections 4.3 and 4.4 we discuss useful generalizations of the $\operatorname{SDE}$ (4.1), where we add a drift and we allow for stochastic integration in the Stratonovich sense, which leads to generalized versions of Theorems 4.1 and 4.2.

In Section 4.5 we present the celebrated result by Wong-Zakai on the limit of solutions of the SDE (4.1) with a regularized Brownian motion (via convolution).

Finally, Section 4.6 is devoted to a far-reaching generalization of Kolmogorov's continuity criterion, which leads to the proof of Theorem 4.3 in Section 4.7.

Notation. Throughout this chapter we write $f_{s t} \lesssim g_{s t}$ to mean that $f_{s t} \leqslant C g_{s t}$ for all $0 \leqslant s \leqslant t \leqslant T$, where $C<\infty$ is a suitable random constant.

### 4.1. LOCAL EXPANSION OF STOCHASTIC INTEGRALS

We recall that $B=\left(B_{t}\right)_{t \in[0, T]}$ is a $d$-dimensional Brownian motion. Let $h=\left(h_{t}\right)_{t \in[0, T]}$ be a stochastic process with values in $\mathbb{R}^{k} \otimes\left(\mathbb{R}^{d}\right)^{*}$. We assume that $h$ is adapted and has continuous paths, in particular $\int_{0}^{T}\left|h_{s}\right|^{2} \mathrm{~d} s<\infty$, hence the Itô integral

$$
\begin{equation*}
I_{t}:=I_{0}+\int_{0}^{t} h_{r} \mathrm{~d} B_{r} \tag{4.5}
\end{equation*}
$$

is well-defined as a local martingale. It is a classical result that the stochastic process $I=\left(I_{t}\right)_{t \in[0, T]}$ admits a version with continuous paths, which we always fix.

We now state the main technical result of this chapter, proved in Section 4.7 below, which connects the regularity of $h$ to the regularity of $I$.

Theorem 4.3. (Local expansion of stochastic integrals) Let $h=\left(h_{t}\right)_{t \in[0, T]}$ be adapted with continuous paths. Fix any $\alpha \in] 0, \frac{1}{2}\left[\right.$ and recall $\left(\mathbb{B}^{1}, \mathbb{B}^{2}\right)$ from (4.2).

1. Almost surely I is of class $\mathcal{C}^{\alpha}$, i.e.

$$
\begin{equation*}
\left|I_{t}-I_{s}\right| \lesssim(t-s)^{\alpha}, \quad \forall 0 \leqslant s \leqslant t \leqslant T \tag{4.6}
\end{equation*}
$$

(We recall that the implicit constant in the relation $\lesssim i s ~ r a n d o m)$.
2. Assume that, almost surely, $\left|\delta h_{s r}\right| \lesssim(r-s)^{\beta}$ for some $\left.\left.\beta \in\right] 0,1\right]$ (i.e. $h$ is of class $\mathcal{C}^{\beta}$ ). Then, almost surely,

$$
\begin{equation*}
\left|\delta I_{s t}-h_{s} \mathbb{B}_{s t}^{1}\right|=\left|\int_{s}^{t} \delta h_{s r} \mathrm{~d} B_{r}\right| \lesssim(t-s)^{\alpha+\beta}, \quad \forall 0 \leqslant s \leqslant t \leqslant T . \tag{4.7}
\end{equation*}
$$

3. Assume that, almost surely, $\left|\delta h_{s r}-h_{s}^{1} \mathbb{B}_{s r}^{1}\right| \lesssim(r-s)^{\eta+\alpha}$, where $h^{1}=\left(h_{t}^{1}\right)_{t \in[0, T]}$ is an adapted process of class $\mathcal{C}^{\eta}$ and $\left.\left.\eta \in\right] 0,1\right]$. Then, almost surely,

$$
\begin{align*}
\left|\delta I_{s t}-h_{s} \mathbb{B}_{s t}^{1}-h_{s}^{1} \mathbb{B}_{s t}^{2}\right| & =\left|\int_{s}^{t}\left(\delta h_{s r}-h_{s}^{1} \mathbb{B}_{s r}^{1}\right) \mathrm{d} B_{r}\right| \\
& \lesssim(t-s)^{\eta+2 \alpha}, \quad \forall 0 \leqslant s \leqslant t \leqslant T \tag{4.8}
\end{align*}
$$

The proof of Theorem 4.3 is postponed to Section 4.7.

### 4.2. Brownian rough path and SDE

In this section we exploit Theorem 4.3 to prove Theorems 4.1 and 4.2.
Proof. (of Theorem 4.1) We need to verify that $\mathbb{B}=\left(\mathbb{B}^{1}, \mathbb{B}^{2}\right)$ satisfies the Chen relation (3.13) and the analytic bounds (3.14).

The Chen relation $\delta \mathbb{B}_{s u t}^{2}=\mathbb{B}_{s u}^{1} \otimes \mathbb{B}_{u t}^{1}$ for $0 \leqslant s \leqslant u \leqslant t \leqslant T$ holds by (4.3):

$$
\begin{aligned}
\delta\left(\mathbb{B}^{2}\right)_{s u t}^{i j} & =\left(\mathbb{B}^{2}\right)_{s t}^{i j}-\left(\mathbb{B}^{2}\right)_{s u}^{i j}-\left(\mathbb{B}^{2}\right)_{u t}^{i j} \\
& =\int_{s}^{t}\left(B_{r}^{i}-B_{s}^{i}\right) \mathrm{d} B_{r}^{j}-\int_{s}^{u}\left(B_{r}^{i}-B_{s}^{i}\right) \mathrm{d} B_{r}^{j}-\int_{u}^{t}\left(B_{r}^{i}-B_{u}^{i}\right) \mathrm{d} B_{r}^{j} \\
& =\int_{u}^{t}\left(B_{u}^{i}-B_{s}^{i}\right) \mathrm{d} B_{r}^{j}=\left(B_{u}^{i}-B_{s}^{i}\right) \int_{u}^{t} 1 \mathrm{~d} B_{r}^{j}=\left(B_{u}^{i}-B_{s}^{i}\right)\left(B_{t}^{j}-B_{u}^{j}\right),
\end{aligned}
$$

by the properties of the Itô integral and the fact that the times $s \leqslant u \leqslant t$ are ordered.
The first analytic bound $\left|\mathbb{B}_{s t}^{1}\right| \lesssim|t-s|^{\alpha}$ for $\left.\alpha \in\right] 0, \frac{1}{2}[$ is a well-known almost sure property of Brownian motion, which also follows from Theorem 4.3, applying (4.6) with $h \equiv 1$. Finally, the second analytic bound $\left|\mathbb{B}_{s t}^{2}\right| \lesssim|t-s|^{2 \alpha}$ is also a consequence of Theorem 4.3: it suffices to apply (4.7) with $h_{s}:=B_{s}$ and $\beta=\alpha$.

Proof. (Theorem 4.2) We first prove the second part of the statement.

- When $\sigma$ is globally Lipschitz $\left(\|\nabla \sigma\|_{\infty}<+\infty\right)$, it is a classical result that for the SDE (4.1) there is existence of strong solutions and pathwise uniqueness.
- When $\sigma$ is of class $C^{3}$, by Theorem 3.10 there is uniqueness of solutions for the $\operatorname{RDE}$ (3.19), and if both $\sigma$ and $\sigma_{2}$ are globally Lipschitz $\left(\|\nabla \sigma\|_{\infty}<+\infty\right.$ and $\left.\left\|\nabla \sigma_{2}\right\|_{\infty}<+\infty\right)$ there is also existence of solutions, by Theorem 3.12.

Therefore we only need to prove the first part of the statement: we assume that $\sigma$ is of class $C^{2}$ and we show that given a solution $Y=\left(Y_{t}\right)_{t \in[0, T]}$ of the $\operatorname{SDE}$ (4.1), almost surely $Y$ is also a solution to the RDE (4.4).

Since $Y$ is solution to (4.1), recalling (4.2) we can write

$$
\begin{aligned}
\delta Y_{s t}-\sigma\left(Y_{s}\right) \mathbb{B}_{s t}^{1}-\sigma_{2}\left(Y_{s}\right) \mathbb{B}_{s t}^{2} & =\int_{s}^{t}\left(\sigma\left(Y_{r}\right)-\sigma\left(Y_{s}\right)\right) \mathrm{d} B_{r}-\sigma_{2}\left(Y_{s}\right) \int_{s}^{t}\left(B_{r}-B_{s}\right) \mathrm{d} B_{r} \\
& =\int_{s}^{t}\left(\delta \sigma(Y)_{s r}-\sigma_{2}\left(Y_{s}\right) \mathbb{B}_{s r}^{1}\right) \mathrm{d} B_{r}
\end{aligned}
$$

Let us fix $\alpha \in] 0, \frac{1}{2}[$. We prove below that, almost surely,

$$
\begin{equation*}
\left|\delta \sigma(Y)_{s t}-\sigma_{2}\left(Y_{s}\right) \mathbb{B}_{s t}^{1}\right| \lesssim(t-s)^{2 \alpha}, \quad \forall 0 \leqslant s \leqslant t \leqslant T \tag{4.9}
\end{equation*}
$$

This means that the assumptions of part 3 of Theorem 4.3 are satisfied by $h_{r}=\sigma\left(Y_{r}\right)$ and $\tilde{h}_{r}=\sigma_{2}\left(Y_{r}\right)$ with $\gamma=\alpha$ : applying (4.8) we then obtain, almost surely,

$$
\left|\delta Y_{s t}-\sigma\left(Y_{s}\right) \mathbb{B}_{s t}^{1}-\sigma_{2}\left(Y_{s}\right) \mathbb{B}_{s t}^{2}\right| \lesssim(t-s)^{3 \alpha}
$$

If we fix $\alpha>\frac{1}{3}$, this shows that $Y$ is indeed a solution of the $\operatorname{RDE}$ (4.4).
It remains to prove (4.9). By Itô's formula and (4.1) we have, for $0 \leqslant s<t \leqslant T$,

$$
\begin{align*}
\sigma\left(Y_{t}\right)= & \sigma\left(Y_{s}\right)+\int_{s}^{t} \sum_{a=1}^{k} \partial_{a} \sigma\left(Y_{r}\right) \mathrm{d} Y_{r}^{a}+\frac{1}{2} \int_{s}^{t} \sum_{a, b=1}^{k} \partial_{a b} \sigma\left(Y_{r}\right) \mathrm{d}\left\langle Y^{a}, Y^{b}\right\rangle_{r} \\
= & \sigma\left(Y_{s}\right)+\int_{s}^{t} \sum_{a=1}^{k} \partial_{a} \sigma\left(Y_{r}\right) \sum_{c=1}^{d} \sigma_{c}^{a}\left(Y_{r}\right) \mathrm{d} B_{r}^{c}+ \\
& +\int_{s}^{t} \underbrace{\frac{1}{2} \sum_{a, b=1}^{k} \sum_{c=1}^{d} \partial_{a b} \sigma\left(Y_{r}\right) \sigma_{c}^{a}\left(Y_{r}\right) \sigma_{c}^{b}\left(Y_{r}\right) \mathrm{d} r}_{p\left(Y_{r}\right)} \\
= & \sigma\left(Y_{s}\right)+\int_{s}^{t} \sigma_{2}\left(Y_{r}\right) \mathrm{d} B_{r}+\int_{s}^{t} p\left(Y_{r}\right) \mathrm{d} r \tag{4.10}
\end{align*}
$$

therefore

$$
\delta \sigma(Y)_{s t}-\sigma_{2}\left(Y_{s}\right) \mathbb{B}_{s t}^{1}=\int_{s}^{t}\left(\sigma_{2}\left(Y_{r}\right)-\sigma_{2}\left(Y_{s}\right)\right) \mathrm{d} B_{r}+\int_{s}^{t} p\left(Y_{r}\right) \mathrm{d} r
$$

To prove (4.9), we show that both integrals in the RHS are $O\left((t-s)^{2 \alpha}\right)$.

- Since $\sigma$ is of class $C^{2}$ and $Y$ has continuous paths, the random function $r \mapsto p\left(Y_{r}\right)$ is continuous, hence bounded for $r \in[0, T]$, therefore

$$
\left|\int_{s}^{t} p\left(Y_{r}\right) \mathrm{d} r\right| \lesssim(t-s) \lesssim(t-s)^{2 \alpha}, \quad \forall 0 \leqslant s \leqslant t \leqslant T
$$

- Almost surely $Y$ is of class $\mathcal{C}^{\alpha}$, thanks to (4.6) from Theorem 4.3 and (4.1). Since $\sigma_{2}$ is of class $C^{1}$, hence locally Lipschitz, $r \mapsto \sigma_{2}\left(Y_{r}\right)$ is of class $\mathcal{C}^{\alpha}$ too. Applying (4.7) from Theorem 4.3 with $\beta=\alpha$ we then obtain, almost surely,

$$
\left|\int_{s}^{t}\left(\sigma_{2}\left(Y_{r}\right)-\sigma_{2}\left(Y_{s}\right)\right) \mathrm{d} B_{r}\right| \lesssim(t-s)^{2 \alpha}, \quad \forall 0 \leqslant s \leqslant t \leqslant T .
$$

This completes the proof.

### 4.3. SDE WITH A DRIFT

It is natural to consider the $\operatorname{SDE}$ (4.1) with a non-zero drift term:

$$
\begin{gather*}
\mathrm{d} \mathrm{Y}_{t}=b\left(Y_{t}\right) \mathrm{d} t+\sigma\left(Y_{t}\right) \mathrm{d} B_{t} \\
Y_{t}=Y_{0}+\int_{0}^{t} b\left(Y_{s}\right) \mathrm{d} s+\int_{0}^{t} \sigma\left(Y_{s}\right) \mathrm{d} B_{s}, \quad t \geqslant 0 \tag{4.11}
\end{gather*}
$$

where $b: \mathbb{R}^{k} \rightarrow \mathbb{R}^{k}$ and $\sigma: \mathbb{R}^{k} \rightarrow \mathbb{R}^{k} \otimes\left(\mathbb{R}^{d}\right)^{*}$ are given and we recall that $B=\left(B_{t}\right)_{t \geqslant 0}$ is a $d$-dimensional Brownian motion. We can generalize Theorem 4.2 as follows.

Theorem 4.4. (SDE \& RDE with Drift) If $\sigma(\cdot)$ is of class $C^{2}$ and $b(\cdot)$ is continuous, then almost surely a solution $Y=\left(Y_{t}\right)_{t \in[0, T]}$ of the $S D E$ (4.11) is also a solution of the $R D E$

$$
\begin{equation*}
\delta Y_{s t}=b\left(Y_{s}\right)(t-s)+\sigma\left(Y_{s}\right) \mathbb{B}_{s t}^{1}+\sigma_{2}\left(Y_{s}\right) \mathbb{B}_{s t}^{2}+o(t-s), \quad 0 \leqslant s \leqslant t \leqslant T \tag{4.12}
\end{equation*}
$$

If $\sigma(\cdot)$ and $b(\cdot)$ are of class $C^{3}$ and, furthermore, $\sigma(\cdot), \sigma_{2}(\cdot)$ and $b(\cdot)$ are globally Lipschitz, i.e. $\|\nabla \sigma\|_{\infty}+\left\|\nabla \sigma_{2}\right\|_{\infty}+\|\nabla b\|_{\infty}<\infty$, almost surely the $S D E$ (4.11) and the $R D E$ (4.12) have a unique solution $Y=\left(Y_{t}\right)_{t \in[0, T]}$ and these solutions coincide.

Proof. We cast the generalized SDE (4.11) in the "usual framework" by adding a component to the driving noise $B$, i.e. we define $\tilde{B}:[0, T] \rightarrow \mathbb{R}^{d} \times \mathbb{R}$ by

$$
\tilde{B}_{t}:=\left(B_{t}, t\right)=\left(B_{t}^{1}, \ldots, B_{t}^{d}, t\right), \quad t \in[0, T],
$$

and accordingly we define $\tilde{\sigma}: \mathbb{R}^{k} \rightarrow \mathbb{R}^{k} \otimes\left(\mathbb{R}^{d+1}\right)^{*}$ by

$$
\tilde{\sigma}(\cdot) \tilde{b}:=\sigma(\cdot) b+b(\cdot) t \quad \text { for } \quad \tilde{b}=(b, t) \in \mathbb{R}^{d} \times \mathbb{R},
$$

that is $\tilde{\sigma}(\cdot)_{j}^{i}=\sigma(\cdot)_{j}^{i} \mathbb{1}_{\{j \leqslant d\}}+b(\cdot)^{i} \mathbb{1}_{\{j=d+1\}}$. We can then rewrite the $\operatorname{SDE}$ (4.11) as

$$
\begin{equation*}
\mathrm{d} Y_{t}=\tilde{\sigma}\left(Y_{t}\right) \mathrm{d} \tilde{B}_{t} \quad \text { i.e. } \quad Y_{t}=Y_{0}+\int_{0}^{t} \tilde{\sigma}\left(Y_{s}\right) \mathrm{d} \tilde{B}_{s}, \quad t \geqslant 0 \tag{4.13}
\end{equation*}
$$

We next extend the Ito rough path $\mathbb{B}=\left(\mathbb{B}^{1}, \mathbb{B}^{2}\right)$ from (4.2), defining
$\tilde{\mathbb{B}}_{s t}^{1}:=\tilde{B}_{t}-\tilde{B}_{s}=\binom{\mathbb{B}_{s t}^{1}}{t-s}$,
$\tilde{\mathbb{B}}_{s t}^{2}:=\int_{s}^{t}\left(\tilde{B}_{r}-\tilde{B}_{s}\right) \otimes \mathrm{d} \tilde{B}_{r}=\left(\begin{array}{cc}\mathbb{B}_{s t}^{2} & \int_{s}^{t}\left(B_{r}-B_{s}\right) \mathrm{d} r \\ \int_{s}^{t}(r-s) \mathrm{d} B_{r} & \int_{s}^{t}(r-s) \mathrm{d} r=\frac{(t-s)^{2}}{2}\end{array}\right)$.
One can show that $\tilde{\mathbb{B}}=\left(\tilde{\mathbb{B}}^{1}, \tilde{\mathbb{B}}^{2}\right)$ is a rough path over $\tilde{B}$, following closely the proof of Theorem 4.1. Indeed, if we fix $\alpha \in] 0, \frac{1}{2}\left[\right.$, we have almost surely $B \in \mathcal{C}^{\alpha}$, hence

$$
\begin{equation*}
\left|\int_{s}^{t}\left(B_{r}-B_{s}\right) \mathrm{d} r\right| \lesssim(t-s)^{\alpha+1}, \quad\left|\int_{s}^{t}(r-s) \mathrm{d} B_{r}\right| \lesssim(t-s)^{\alpha+1} . \tag{4.16}
\end{equation*}
$$

We can now write the RDE which generalizes (4.4):

$$
\begin{equation*}
\delta Y_{s t}=\tilde{\sigma}\left(Y_{s}\right) \tilde{\mathbb{B}}_{s t}^{1}+\tilde{\sigma}_{2}\left(Y_{s}\right) \tilde{\mathbb{B}}_{s t}^{2}+o(t-s) . \tag{4.17}
\end{equation*}
$$

Interestingly, plugging the definitions of $\tilde{\mathbb{B}}$ and $\tilde{\sigma}$ into (4.17) we do not obtain (4.12), because the components of $\tilde{\mathbb{B}}_{s t}^{2}$ other than $\mathbb{B}_{s t}^{2}$ are missing in (4.12), see (4.15). The point is that these components can be absorbed in the reminder $o(t-s)$, see (4.16), hence the $R D E$ (4.17) and (4.12) are fully equivalent.

To complete the proof, we are left with comparing the SDE (4.13) with the RDE (4.17). This can be done following the very same arguments as in the proof of Theorem 4.2. The details are left to the reader.

Remark 4.5. The strategy of adding the drift term as an additional component of the driving noise, as in the proof of Theorem 4.4, suffers from a technical limitation, namely we are forced to use the same regularity exponent $\alpha$ for all components due to Definition 3.2 of rough paths. This prevents us from exploiting the additional regularity of the drift term: for instance, in the second part of Theorem 4.4, the assumption that $b(\cdot)$ is of class $C^{3}$ could be removed, because the "driving noise" $t$ is smooth and the classical theory of ordinary differential equations applies.

A natural solution would be to generalize Definition 3.2, allowing rough paths to have a different regularity exponent for each component. The key results can be generalized to this setting, but for simplicity we refrain from pursuing this path.

### 4.4. Itô VERSUS Stratonovich

We recall that $B=\left(B_{t}\right)_{t \in[0, T]}$ is a Brownian motion in $\mathbb{R}^{d}$. Given the Itô rough path $\mathbb{B}=\left(\mathbb{B}^{1}, \mathbb{B}^{2}\right)$ over $B$ constructed in Theorem 4.2, see (4.2), we can define a new rough path $\overline{\mathbb{B}}=\left(\overline{\mathbb{B}}^{1}, \overline{\mathbb{B}}^{2}\right)$ over $B$, called the Stratonovich rough path, given by

$$
\overline{\mathbb{B}}_{s t}^{1}:=\mathbb{B}_{s t}^{1}, \quad \overline{\mathbb{B}}_{s t}^{2}:=\mathbb{B}_{s t}^{2}+\frac{t-s}{2} \operatorname{Id}_{\mathbb{R}^{d}}, \quad \forall 0 \leqslant s \leqslant t \leqslant T
$$

that is $\left(\overline{\mathbb{B}}_{s t}^{2}\right)^{i j}:=\left(\mathbb{B}_{s t}^{2}\right)^{i j}+\frac{t-s}{2} \mathbb{1}_{\{i=j\}}$ for $i, j \in\{1, \ldots, d\}$. The fact that $\overline{\mathbb{B}}$ is indeed an $\alpha$-rough path over $B$, for any $\alpha \in] \frac{1}{3}, \frac{1}{2}[$, is a direct consequence of Theorem 4.1 (note that $\overline{\mathbb{B}}_{s t}^{2}=\mathbb{B}_{s t}^{2}+\delta f_{s t}$ with $f_{t}=\frac{t}{2} \operatorname{Id}_{\mathbb{R}^{d}}$, hence $\delta \overline{\mathbb{B}}^{2}=\delta \mathbb{B}^{2}$ because $\delta^{2}=0$ ).

Remark 4.6. (Stratonovich integral) If $X, Y:[0, T] \rightarrow \mathbb{R}$ are continuous semimartingales, the Stratonovich integral of $X$ with respecto to $Y$ is defined by

$$
\begin{equation*}
\int_{0}^{t} X_{s} \circ \mathrm{~d} Y_{s}:=\int_{0}^{t} X_{s} \mathrm{~d} Y_{s}+\frac{1}{2}\langle X, Y\rangle_{t}, \quad t \in[0, T] \tag{4.18}
\end{equation*}
$$

where $\int_{0}^{t} X_{s} \mathrm{~d} Y_{s}$ is the Itô integral and $\langle\cdot, \cdot\rangle$ is the quadratic covariation. For Brownian motion $B$ on $\mathbb{R}^{d}$ we have $\left\langle B^{i}, B^{j}\right\rangle_{t}=t \mathbb{1}_{\{i=j\}}$, hence it is easy to check by (4.2) that

$$
\begin{equation*}
\overline{\mathbb{B}}_{s t}^{2}:=\int_{s}^{t} \overline{\mathbb{B}}_{s r}^{1} \otimes \operatorname{od} B_{r}, \quad 0 \leqslant s \leqslant t \leqslant T \tag{4.19}
\end{equation*}
$$

This explains why we call $\overline{\mathbb{B}}=\left(\overline{\mathbb{B}}^{1}, \overline{\mathbb{B}}^{2}\right)$ the Stratonovich rough path.
Let us consider now the Stratonovich version of the SDE (4.11):

$$
\begin{gather*}
\mathrm{d} Y_{t}=b\left(Y_{t}\right) \mathrm{d} t+\sigma\left(Y_{t}\right) \circ \mathrm{d} B_{t} \\
Y_{t}=Y_{0}+\int_{0}^{t} b\left(Y_{s}\right) \mathrm{d} s+\int_{0}^{t} \sigma\left(Y_{s}\right) \circ \mathrm{d} B_{s}, \quad t \geqslant 0 \tag{4.20}
\end{gather*}
$$

where $b: \mathbb{R}^{k} \rightarrow \mathbb{R}^{k}$ and $\sigma: \mathbb{R}^{k} \rightarrow \mathbb{R}^{k} \otimes\left(\mathbb{R}^{d}\right)^{*}$ are given. This equation can be recast in the Itô form by the conversion rule (4.18): since the martingale part of $\left(\sigma\left(Y_{t}\right)\right)_{t \geqslant 0}$ is $\left(\int_{0}^{t} \sigma_{2}\left(Y_{s}\right) \mathrm{d} B_{s}\right)_{t \geqslant 0}$ by the Itô formula, see (4.10), we obtain

$$
Y_{t}=Y_{0}+\int_{0}^{t}\left(b\left(Y_{s}\right)+\frac{1}{2} \operatorname{Tr}_{\mathbb{R}^{d}}\left[\sigma_{2}\left(Y_{s}\right)\right]\right) \mathrm{d} s+\int_{0}^{t} \sigma\left(Y_{s}\right) \mathrm{d} B_{s}, \quad t \geqslant 0 .
$$

This is precisely the $S D E$ (4.11) with a different drift $\hat{b}(\cdot):=b(\cdot)+\frac{1}{2} \operatorname{Tr}_{\mathbb{R}^{d}}\left[\sigma_{2}(\cdot)\right]$.
As an immediate corollary of Theorem 4.4, we obtain the following result.
Theorem 4.7. (Stratonovich SDE \& RDE) $f \sigma(\cdot)$ is of class $C^{2}$ and $b(\cdot)$ is continuous, then almost surely a solution $Y=\left(Y_{t}\right)_{t \in[0, T]}$ of the Stratonovich SDE (4.20) is also a solution of the following RDE, for $0 \leqslant s \leqslant t \leqslant T$ :

$$
\begin{align*}
\delta Y_{s t} & =b\left(Y_{s}\right)(t-s)+\sigma\left(Y_{s}\right) \overline{\mathbb{B}}_{s t}^{1}+\sigma_{2}\left(Y_{s}\right) \overline{\mathbb{B}}_{s t}^{2}+o(t-s)  \tag{4.21}\\
& =\left(b\left(Y_{s}\right)+\frac{1}{2} \operatorname{Tr}_{\mathbb{R}^{d}}\left[\sigma_{2}\left(Y_{s}\right)\right]\right)(t-s)+\sigma\left(Y_{s}\right) \mathbb{B}_{s t}^{1}+\sigma_{2}\left(Y_{s}\right) \mathbb{B}_{s t}^{2}+o(t-s)
\end{align*}
$$

If $\sigma(\cdot), \sigma_{2}(\cdot), b(\cdot)$ are of class $C^{3}$ and, furthermore, $\sigma(\cdot), \sigma_{2}(\cdot), b(\cdot)$ are globally Lipschitz, i.e. $\|\nabla \sigma\|_{\infty}+\left\|\nabla \sigma_{2}\right\|_{\infty}+\|\nabla b\|_{\infty}<\infty$, almost surely the $S D E$ (4.20) and the $R D E$ (4.21) have a unique solution $Y=\left(Y_{t}\right)_{t \in[0, T]}$ and these solutions coincide.

In conclusion, if the coefficients $b(\cdot)$ and $\sigma(\cdot)$ are sufficiently regular, the Itô equation (4.11) can be reintepreted as the RDE

$$
\delta Y_{s t}=b\left(Y_{s}\right)(t-s)+\sigma\left(Y_{s}\right) \mathbb{B}_{s t}^{1}+\sigma_{2}\left(Y_{s}\right) \mathbb{B}_{s t}^{2}+o(t-s), \quad 0 \leqslant s \leqslant t \leqslant T
$$

while the Stratonovich equation (4.20) can be reintepreted as the RDE

$$
\delta Y_{s t}=b\left(Y_{s}\right)(t-s)+\sigma\left(Y_{s}\right) \overline{\mathbb{B}}_{s t}^{1}+\sigma_{2}\left(Y_{s}\right) \overline{\mathbb{B}}_{s t}^{2}+o(t-s), \quad 0 \leqslant s \leqslant t \leqslant T .
$$

In other words, rough paths allow to describe the Itô and the Stratonovich SDEs as the same equation where only the second level of the rough path has been changed. This shows that, in a sense, the relevant noise for a SDE is not only the Brownian path $\left(B_{t}\right)_{t \geqslant 0}$, but rather the rough path $\mathbb{B}$ or $\overline{\mathbb{B}}$.

### 4.5. WONG-ZAKAI

In this section we want to show the following application of the previous results. We consider a family $\left(\rho_{\varepsilon}\right)_{\varepsilon>0}$ of (even, compactly supported) mollifiers on $\mathbb{R}$, namely $\rho$ : $\mathbb{R} \rightarrow[0, \infty)$ is smooth and even, has compact support, satisfies $\int_{\mathbb{R}} \rho(x) \mathrm{d} x=1$ and we set

$$
\rho_{\varepsilon}(x):=\frac{1}{\varepsilon} \rho\left(\frac{x}{\varepsilon}\right), \quad \varepsilon>0, x \in \mathbb{R} .
$$

We consider a $d$-dimensional two-sided Brownian motion $\left(B_{t}\right)_{t \in \mathbb{R}}$, namely a Gaussian centered process with values in $\mathbb{R}^{d}$ such that

$$
B_{0}=0, \quad \mathbb{E}\left[B_{s}^{i} B_{t}^{j}\right]=\mathbb{1}_{(i=j)} \mathbb{1}_{(s t \geqslant 0)}(|s| \wedge|t|),
$$

which is equivalent to say that $\left(B_{t}\right)_{t \geqslant 0}$ and $\left(B_{-t}\right)_{t \geqslant 0}$ are two independent $d$-dimensional Brownian motions.

We consider the following problem: we define the regularization of $\left(B_{t}\right)_{t \geqslant 0}$ defined by

$$
B_{t}^{\varepsilon}:=\left(\rho_{\varepsilon} * B\right)_{t}=\int_{\mathbb{R}} \rho_{\varepsilon}(t-s) B_{s} \mathrm{~d} s, \quad t \geqslant 0
$$

We want now to consider the integral equation (3.3) controlled by $B^{\varepsilon}$, namely

$$
\begin{equation*}
Z_{t}^{\varepsilon}=Z_{0}+\int_{0}^{t} \sigma\left(Z_{s}^{\varepsilon}\right) \dot{B}_{s}^{\varepsilon} \mathrm{d} s, \quad 0 \leqslant t \leqslant T \tag{4.22}
\end{equation*}
$$

It is well known that $\left(B_{t}^{\varepsilon}\right)_{t \geqslant 0}$ converges to $\left(B_{t}\right)_{t \geqslant 0}$ : then we want to understand whether $\left(Z_{t}^{\ell}\right)_{t \geqslant 0}$ also converges, and especially to which limit.

This question has a very natural answer in the context of rough paths. We define the canonical rough path over $B^{\varepsilon}$ (see section 7.7 below for more on this notion):

$$
\mathbb{B}_{s t}^{\varepsilon, 1}:=B_{t}^{\varepsilon}-B_{s}^{\varepsilon}, \quad \mathbb{B}_{s t}^{\varepsilon, 2}:=\int_{s}^{t} \mathbb{B}_{s u}^{\varepsilon, 1} \otimes \dot{B_{s}^{\varepsilon}} \mathrm{d} s, \quad 0 \leqslant s \leqslant t
$$

We suppose now that $\sigma: \mathbb{R}^{k} \rightarrow \mathbb{R}^{k} \otimes\left(\mathbb{R}^{d}\right)^{*}$ is of class $C^{3}$, with $\|\nabla \sigma\|_{\infty}+\left\|\nabla^{2} \sigma\right\|_{\infty}+$ $\left\|\nabla^{3} \sigma\right\|_{\infty}+\left\|\nabla \sigma_{2}\right\|_{\infty}+\left\|\nabla^{2} \sigma_{2}\right\|_{\infty}<+\infty$, as in Section 3.7. Then we can prove the following result.

Theorem 4.8. A.s. $\mathbb{B}^{\varepsilon}$ converges to the Stratonovich rough path $\overline{\mathbb{B}}$, namely for any $\alpha<\frac{1}{2}$

$$
\begin{equation*}
\lim _{\varepsilon \downarrow 0}\left(\left\|\mathbb{B}^{\varepsilon, 1}-\overline{\mathbb{B}}^{1}\right\|_{\alpha}+\left\|\mathbb{B}^{\varepsilon, 2}-\overline{\mathbb{B}}^{2}\right\|_{2 \alpha}\right)=0 . \tag{4.23}
\end{equation*}
$$

Moreover let $\left(Z_{t}^{\varepsilon}\right)_{t \in[0, T]}$ be the solution to the controlled equation

$$
Z_{t}^{\varepsilon}=Z_{0}+\int_{0}^{t} \sigma\left(Z_{s}^{\varepsilon}\right) \dot{B}_{s}^{\varepsilon} \mathrm{d} s, \quad t \geqslant 0 .
$$

Then for all $\alpha \in\left(0, \frac{1}{2}\right)$ a.s. $Z^{\varepsilon} \rightarrow Z$ in $C^{\alpha}\left([0, T] ; \mathbb{R}^{k}\right)$ as $\varepsilon \downarrow 0$, where $Z$ is the unique solution to the Stratonovich SDE

$$
Z_{t}=Z_{0}+\int_{0}^{t} \sigma\left(Z_{s}\right) \circ \mathrm{d} B_{s}=Z_{0}+\int_{0}^{t} \sigma\left(Z_{s}\right) \mathrm{d} B_{s}+\frac{1}{2} \int_{0}^{t} \operatorname{Tr}_{\mathbb{R}^{d}}\left[\sigma_{2}\left(Z_{s}\right)\right] \mathrm{d} s
$$

Proof. Fix $\alpha \in\left(\frac{1}{3}, \frac{1}{2}\right)$. Let $\mathbb{B}^{\varepsilon}$ be the canonical smooth rough path associated with $B^{\varepsilon}$ as in (3.9). Suppose we have proved that $\mathbb{B}^{\varepsilon}$ converges to $\overline{\mathbb{B}}$ as in (4.23). By Proposition 3.5, the solution $Z^{\varepsilon}$ to the controlled equation (4.22) is equal to the (unique by Theorem 3.10) solution to the rough finite difference equation (3.19) associated with the $\alpha$-rough path $\mathbb{B}^{\varepsilon}$. In the notation (3.51), we have $Z^{\varepsilon}=\Phi\left(Z_{0}, \mathbb{B}^{\varepsilon}\right)$, and by Theorem 4.7 we have $Z=\Phi\left(Z_{0}, \overline{\mathbb{B}}\right)$. By the continuity result Theorem 3.11 we obtain that $Z^{\varepsilon}=\Phi\left(Z_{0}, \mathbb{B}^{\varepsilon}\right) \rightarrow \Phi\left(Z_{0}, \overline{\mathbb{B}}\right)=Z$ a.s. as $\varepsilon \downarrow 0$.

It remains now to prove (4.23). We consider $i, j \in\{1, \ldots, d\}$ with $i \neq j$ and we set $(X, Y):=\left(B^{i}, B^{j}\right)$. Let $Q$ be a real-valued random variable with density $\rho$, so that

$$
R_{\varepsilon}(t):=\int_{-\infty}^{t} \rho_{\varepsilon}(u) \mathrm{d} u=\mathbb{P}(\varepsilon Q \leqslant t), \quad t \in \mathbb{R}
$$

Setting $\left(X_{t}^{\varepsilon}, Y_{t}^{\varepsilon}\right):=\left(\left(\rho_{\varepsilon} * X\right)_{t},\left(\rho_{\varepsilon} * Y\right)_{t}\right)-\left(\left(\rho_{\varepsilon} * X\right)_{0},\left(\rho_{\varepsilon} * Y\right)_{0}\right)$, we have for $0 \leq s \leq t$

$$
\begin{aligned}
\delta X_{s t}^{\varepsilon} & :=\int\left(\rho_{\varepsilon}(t-v)-\rho_{\varepsilon}(s-v)\right) X_{v} \mathrm{~d} v= \\
& =\int\left(R_{\varepsilon}(t-v)-R_{\varepsilon}(s-v)\right) \mathrm{d} X_{v} \\
\dot{Y}_{\varepsilon}(t) & :=\int\left(\rho_{\varepsilon}\right)^{\prime}(t-w) Y_{w} \mathrm{~d} w=\int \rho_{\varepsilon}(t-w) \mathrm{d} Y_{w} .
\end{aligned}
$$

We want to show first that $\left\|\delta X^{\varepsilon}-\delta X\right\|_{\alpha} \rightarrow 0$ a.s. for any $\alpha<\frac{1}{2}$. We have

$$
\begin{aligned}
\delta X_{s t}^{\varepsilon}-\delta X_{s t} & =\int\left(R_{\varepsilon}(t-v)-R_{\varepsilon}(s-v)-\mathbb{1}_{(s \leqslant v \leqslant t)}\right) \mathrm{d} X_{v} \\
& =\int\left(\mathbb{P}(s \leqslant \varepsilon Q+v \leqslant t)-\mathbb{1}_{(s \leqslant v \leqslant t)}\right) \mathrm{d} X_{v}
\end{aligned}
$$

and setting $\delta:=t-s \geqslant 0$

$$
\begin{aligned}
\mathbb{E}\left[\left(\delta X_{s t}^{\varepsilon}-\delta X_{s t}\right)^{2}\right] & =\int\left(\mathbb{P}(s \leqslant \varepsilon Q+v \leqslant t)-\mathbb{1}_{(s \leqslant v \leqslant t)}\right)^{2} \mathrm{~d} v \\
& =\delta \int\left(\mathbb{E}\left[\mathbb{1}_{\left(0 \leqslant \frac{\varepsilon}{\delta} Q+v \leqslant 1\right)}-\mathbb{1}_{(0 \leqslant v \leqslant 1)}\right]\right)^{2} \mathrm{~d} v \\
& \leqslant \delta \int \mathbb{E}\left[\left(\mathbb{1}_{\left(0 \leqslant \frac{\varepsilon}{\delta} Q+v \leqslant 1\right)}-\mathbb{1}_{(0 \leqslant v \leqslant 1)}\right)^{2}\right] \mathrm{d} v \\
& =\delta \mathbb{E}\left[\left|\left([0,1]-\frac{\varepsilon}{\delta} Q\right) \Delta[0,1]\right|\right]
\end{aligned}
$$

where $|\cdot|$ denotes the Lebesgue measure and $\Delta$ the symmetric difference between the two sets. Now we have for $y \in \mathbb{R}$

$$
|([0,1]-y) \Delta[0,1]| \leqslant 2(1 \wedge|y|)
$$

and therefore

$$
\begin{aligned}
\mathbb{E}\left[\left(\delta X_{s t}^{\varepsilon}-\delta X_{s t}\right)^{2}\right] & \leqslant 2 \delta \mathbb{E}\left[1 \wedge\left(\frac{\varepsilon}{\delta}|Q|\right)\right] \\
& \leqslant C_{\kappa} \delta^{1-\kappa} \varepsilon^{\kappa}, \quad C_{\kappa}:=2 \sup _{\lambda>0} \lambda^{-\kappa} \mathbb{E}[1 \wedge(\lambda|Q|)]<+\infty
\end{aligned}
$$

Now we prove that $\left\|\mathbb{B}^{\varepsilon, 2}-\overline{\mathbb{B}}^{2}\right\|_{2 \alpha} \rightarrow 0$ a.s. for all $\alpha<\frac{1}{2}$. We define for $0 \leq s \leq t$ the processes

$$
\begin{aligned}
L_{s t} & :=\int_{s}^{t} \delta X_{s u} \mathrm{~d} Y_{u}=\int_{s}^{t} \mathrm{~d} Y_{w} \int_{s}^{w} \mathrm{~d} X_{v}, \\
L_{s t}^{\varepsilon} & :=\int_{s}^{t} \delta X_{s u}^{\varepsilon} \dot{Y}_{u}^{\varepsilon} \mathrm{d} u= \\
& =\int_{s}^{t} \mathrm{~d} u \int \rho_{\varepsilon}(u-w) \mathrm{d} Y_{w} \int\left(R_{\varepsilon}(u-v)-R_{\varepsilon}(s-v)\right) \mathrm{d} X_{v} \\
& =\int \mathrm{d} Y_{w} \int \mathrm{~d} X_{v} \int_{s}^{t} \rho_{\varepsilon}(u-w)\left(R_{\varepsilon}(u-v)-R_{\varepsilon}(s-v)\right) \mathrm{d} u .
\end{aligned}
$$

We want to show that $L^{\varepsilon} \rightarrow L$ in an appropriate sense as $\varepsilon \rightarrow 0$, namely

$$
\lim _{\varepsilon \downarrow 0} \sup _{s, t \in[0, T], s \neq t} \frac{\left|L_{s t}^{\varepsilon}-L_{s t}\right|}{|t-s|^{2 \alpha}}=0 .
$$

We start by showing that $\mathbb{E}\left(\left(L_{s t}^{\varepsilon}-L_{s t}\right)^{2}\right) \rightarrow 0$ as $\varepsilon \rightarrow 0$. We have

$$
\begin{aligned}
L_{s t}^{\varepsilon}-L_{s t} & =\iint g(v, w) \mathrm{d} X_{v} \mathrm{~d} Y_{w} \\
g(v, w) & :=\int_{s}^{t} \rho_{\varepsilon}(u-w)\left(R_{\varepsilon}(u-v)-R_{\varepsilon}(s-v)\right) \mathrm{d} u-\mathbb{1}_{(s \leq v \leq w \leq t)} \\
& =\mathbb{P}\left(s \leq \varepsilon Q_{1}+v \leq \varepsilon Q_{2}+w \leq t\right)-\mathbb{1}_{(s \leq v \leq w \leq t)}
\end{aligned}
$$

where $\left(Q_{1}, Q_{2}\right)$ is an independent pair such that $Q_{i}$ has density $\rho$. Setting $\delta:=t-s$

$$
\begin{aligned}
\mathbb{E}\left(\left(L_{s t}^{\varepsilon}-L_{s t}\right)^{2}\right) & =\int g^{2}(v, w) \mathrm{d} v \mathrm{~d} w \\
& =\iint \mathrm{d} v \mathrm{~d} w\left(\mathbb{P}\left(s \leq \varepsilon Q_{1}+v \leq \varepsilon Q_{2}+w \leq t\right)-\mathbb{1}_{(s \leq v \leq w \leq t)}\right)^{2} \\
& =\delta^{2} \iint \mathrm{~d} v \mathrm{~d} w\left(\mathbb{P}\left(0 \leq \frac{\varepsilon}{\delta} Q_{1}+v \leq \frac{\varepsilon}{\delta} Q_{2}+w \leq 1\right)-\mathbb{1}_{(0 \leq v \leq w \leq 1)}\right)^{2} \\
& =\delta^{2} \iint \mathrm{~d} v \mathrm{~d} w\left(\mathbb{E}\left[\mathbb{1}_{T-\frac{\varepsilon}{\delta}\left(Q_{1}, Q_{2}\right)}(v, w)-\mathbb{1}_{T}(v, w)\right]\right)^{2}
\end{aligned}
$$

where $T:=\{0 \leq v \leq w \leq 1\}$. Now we obtain

$$
\begin{aligned}
\mathbb{E}\left(\left(L_{s t}^{\varepsilon}-L_{s t}\right)^{2}\right) & \leqslant \delta^{2} \iint \mathrm{~d} v \mathrm{~d} w \mathbb{E}\left[\left(\mathbb{1}_{T-\frac{\varepsilon}{\delta}\left(Q_{1}, Q_{2}\right)}(v, w)-\mathbb{1}_{T}(v, w)\right)^{2}\right] \\
& =\delta^{2} \iint \mathrm{~d} v \mathrm{~d} w \mathbb{E}\left[\mathbb{1}_{\left(T-\frac{\varepsilon}{\delta}\left(Q_{1}, Q_{2}\right)\right) \Delta T}(v, w)\right] \\
& =\delta^{2} \mathbb{E}\left[\left|\left(T-\frac{\varepsilon}{\delta}\left(Q_{1}, Q_{2}\right)\right) \Delta T\right|\right]
\end{aligned}
$$

where $|\cdot|$ denotes the Lebesgue measure on $\mathbb{R}^{2}$. Now for all $y \in \mathbb{R}^{2}$, the set $(T-y) \Delta T$ is included in the set

$$
\left\{z \in \mathbb{R}^{2}: \operatorname{dist}(z, \partial T) \leqslant|y|\right\}
$$

where $\partial T$ is the boundary of $T$. Since the length of $\partial T$ is $2+\sqrt{2} \leqslant 4$, the area of $\left\{z \in \mathbb{R}^{2}: \operatorname{dist}(z, \partial T) \leqslant|y|\right\}$ is bounded above by $8|y|$. At the same time the same area is at most the sum of the areas of the two triangles $T-y$ and $T$, namely 1 . Therefore for $x \geqslant 0$

$$
f(x):=\mathbb{E}\left[\left|\left(T-x\left(Q_{1}, Q_{2}\right)\right) \Delta T\right|\right] \leqslant \mathbb{E}\left[1 \wedge\left(8 x\left|\left(Q_{1}, Q_{2}\right)\right|\right)\right]
$$

and then for any $\kappa>0$

$$
\mathbb{E}\left(\left(L_{s t}^{\varepsilon}-L_{s t}\right)^{2}\right)=\delta^{2} f(\varepsilon / \delta) \leqslant C_{\kappa} \delta^{2-\kappa} \varepsilon^{\kappa}
$$

where $C_{\kappa}:=\sup _{\lambda>0} \lambda^{-\kappa} f(\lambda)<+\infty$.
Since for any $1<p<\infty$ the $L^{p}$ and the $L^{2}$ norms are equivalent on a homogeneous Wiener chaos, and $L_{s t}^{\varepsilon}-L_{s t}$ belongs to such a space of order 2, we obtain that for any $p>1$

$$
\mathbb{E}\left(\left|L_{s t}^{\varepsilon}-L_{s t}\right|^{p}\right) \leq C_{p, \kappa} \delta^{p\left(1-\frac{\kappa}{2}\right)} \varepsilon^{p \kappa}
$$

Therefore if we set $A_{s t}:=L_{s t}^{\varepsilon}-L_{s t}$ in (4.25), we obtain $Q_{2 \alpha}<+\infty$ a.s for any $\alpha<\frac{1}{2}$ (take $p \geqslant 1, \kappa>0$ such that $2 \alpha<1-\frac{\kappa}{2}-\frac{1}{p}$ ).

Now we estimate the constant $K_{2 \alpha, \alpha, \alpha}$ in (4.26): since

$$
\delta A_{s u t}=\delta X_{s u}^{\varepsilon} \delta Y_{u t}^{\varepsilon}-\delta X_{s u} \delta Y_{u t}=\delta X_{s u}^{\varepsilon}\left(\delta Y_{u t}^{\varepsilon}-\delta Y_{u t}\right)+\delta Y_{u t}\left(\delta X_{s u}^{\varepsilon}-\delta X_{s u}\right)
$$

therefore

$$
K_{2 \alpha, \alpha, \alpha} \leq\|X\|_{\alpha}\left\|Y^{\varepsilon}-Y\right\|_{\alpha}+\left\|X^{\varepsilon}-X\right\|_{\alpha}\|Y\|_{\alpha} .
$$

We conclude by (4.27).

### 4.6. A REFINED KOLMOGOROV CRITERION

In this section we prepare the ground for the proof of Lemmas 4.13 and 4.14 in Section 4.7 below, which are the main technical tools in the proof of Theorem 4.3. We suppose without loss of generality that $T=1$, namely our processes are defined on the interval $[0,1]$. Define the set $\mathbb{D}$ of dyadic points in $[0,1]$ by

$$
\begin{equation*}
\mathbb{D}:=\bigcup_{k \geq 0} D_{k}, \quad \text { where } \quad D_{k}:=\left\{d_{i}^{k}:=\frac{i}{2^{k}}\right\}_{0 \leqslant i \leqslant 2^{k}} . \tag{4.24}
\end{equation*}
$$

We equip $\mathbb{D}$ with a directed graph structure: given $d, \tilde{d} \in \mathbb{D}$, we write $d \rightarrow \tilde{d}$ if and only if $d=d_{i}^{k}$ and $\tilde{d}=d_{i+1}^{k}$, for some $k \geq 0$ and $0 \leqslant i \leqslant 2^{k}-1$. More explicitly, $d \rightarrow \tilde{d}$ if and only if the point $\tilde{d}$ is consecutive to $d$ in some layer $D_{k}$ of $\mathbb{D}$.

Remarkably, in order to prove relation (4.39), it is enough to have a suitable control on $R_{d, \tilde{d}}$ for consecutive points $d \rightarrow \tilde{d}$ (together with a global control on $\delta R$ ). This is the heart of the Kolmogorov continuity criterion, but we stress that it is a deterministic statement.

Theorem 4.9. (Kolmogorov criterion: Deterministic part) Given a function $A: \mathbb{D}_{<}^{2} \rightarrow \mathbb{R}$, let $0<\rho<\gamma$. Define

$$
\begin{align*}
Q_{\gamma} & :=\sup _{d, \tilde{d} \in \mathbb{D}: d \rightarrow \tilde{d}} \frac{\left|A_{d, \tilde{d} \mid}\right| \tilde{d}-\left.d\right|^{\gamma}}{},  \tag{4.25}\\
K_{\rho, \gamma} & :=\sup _{\substack{0 \leqslant s<u<t \leqslant 1 \\
s, u, t \in \mathbb{D}}} \frac{\left|\delta A_{s, u, t}\right|}{\min (u-s, t-u)^{\rho}|t-s|^{\gamma-\rho}} . \tag{4.26}
\end{align*}
$$

Then there is a constant $C_{\rho, \gamma}<\infty$ such that

$$
\begin{equation*}
\left|A_{s t}\right| \leqslant C_{\rho, \gamma}\left(Q_{\gamma}+K_{\rho, \gamma}\right)|t-s|^{\gamma}, \quad \forall(s, t) \in \mathbb{D}_{<}^{2} \tag{4.27}
\end{equation*}
$$

A key tool for Theorem 4.9 is the next result, proved at this end of this section, which ensures the existence of suitable short paths in the graph $\mathbb{D}$.

Lemma 4.10. (Dyadic paths) For any $s, t \in \mathbb{D}$ with $s<t$, there are integers $n$, $m \geq 1$ and a path of $(m+n+1)$ points in $\mathbb{D}$ which leads from $s$ to $t$, labelled as follows:

$$
\begin{equation*}
s=s_{m}<\ldots<s_{1}<s_{0}=t_{0}<t_{1}<\ldots<t_{n}=t \tag{4.28}
\end{equation*}
$$

with the property that for all $i \in\{0, \ldots, m-1\}$ and $j \in\{0, \ldots, n-1\}$

$$
\begin{equation*}
s_{i+1} \rightarrow s_{i}, \quad t_{j} \rightarrow t_{j+1} ; \quad\left|s_{i}-s_{i+1}\right|<\frac{|t-s|}{2^{i}}, \quad\left|t_{j+1}-t_{j}\right|<\frac{|t-s|}{2^{j}} . \tag{4.29}
\end{equation*}
$$

Proof of Theorem 4.9. Fix $s, t \in \mathbb{D}$ with $s<t$. We use Lemma 4.10 with the same notation. By the definition of $\delta A$, we write

$$
A_{s t}=A_{s t_{0}}+A_{t_{0} t}+\delta A_{s, t_{0}, t}
$$

In the case $m \geq 2$, we can develop $A_{s t_{0}}$ as follows (recall that $s=s_{m}$ and $s_{0}=t_{0}$ ):

$$
A_{s t_{0}}=\sum_{i=0}^{m-1} A_{s_{i+1} s_{i}}+\sum_{i=0}^{m-2} \delta A_{s, s_{i+1}, s_{i}}
$$

Similarly, when $n \geq 2$, we develop
so that

$$
A_{t_{0} t}=\sum_{j=0}^{n-1} A_{t_{j} t_{j+1}}+\sum_{j=0}^{n-2} \delta A_{t_{j}, t_{j+1}, t}
$$

$$
\begin{align*}
A_{s t}= & \underbrace{\sum_{i=0}^{m-1} A_{s_{i+1} s_{i}}+\sum_{j=0}^{n-1} A_{t_{j} t_{j+1}}}_{\Xi_{1}}+ \\
& +\underbrace{\delta A_{s, t_{0}, t}+\sum_{i=0}^{m-2} \delta A_{s, s_{i+1}, s_{i}}+\sum_{j=0}^{n-2} \delta A_{t_{j}, t_{j+1}, t}}_{\Xi_{2}} \tag{4.30}
\end{align*}
$$

By the definition of $Q_{\gamma}$, for any $d \rightarrow \tilde{d}$ we can bound

$$
\left|A_{d \tilde{d}}\right| \leqslant Q_{\gamma}|\tilde{d}-d|^{\gamma} .
$$

By Lemma 4.10, this bound applies to any couple $\left(s_{i+1}, s_{i}\right)$ and $\left(t_{j}, t_{j+1}\right)$. Then we can estimate $\Xi_{1}$ in (4.30) as follows, exploiting the bounds in (4.29):

$$
\begin{aligned}
& Q_{\gamma}\left\{\sum_{i=0}^{m-1}\left|s_{i}-s_{i+1}\right|^{\gamma}+\sum_{j=0}^{n-1}\left|t_{j+1}-t_{j}\right|^{\gamma}\right\} \leqslant \\
& \leqslant Q_{\gamma}\left\{\sum_{i=0}^{\infty}\left(2^{-i}\right)^{\gamma}+\sum_{j=0}^{\infty}\left(2^{-j}\right)^{\gamma}\right\}|t-s|^{\gamma}= \\
& =Q_{\gamma}\left\{\frac{2}{1-2^{-\gamma}}\right\}|t-s|^{\gamma},
\end{aligned}
$$

which agrees with (4.27). On the other hand, thanks to (4.26) and (4.29),

$$
\left|\delta A_{s, s_{i+1}, s_{i}}\right| \leqslant K_{\alpha, \gamma}\left(\frac{|t-s|}{2^{i}}\right)^{\rho}|t-s|^{\gamma-\rho}=K_{\rho, \gamma} 2^{-i \rho}|t-s|^{\gamma}
$$

and similarly for $\delta A_{t_{j}, t_{j+1}, t}$, so that the term $\Xi_{2}$ can be bounded above by

$$
K_{\rho, \gamma}|t-s|^{\gamma}\left(1+\sum_{i=0}^{m-2} 2^{-i \rho}+\sum_{j=0}^{n-2} 2^{-j \rho}\right) \leqslant K_{\rho, \gamma}|t-s|^{\gamma}\left(1+\frac{2}{1-2^{-\rho}}\right) .
$$

This completes the proof of (4.27).
As a simple consequence of Theorem 4.9, we show that suitable moment conditions ensure the finiteness of the constant $Q_{\gamma}$ in (4.25), as in the classical Kolmogorov criterion.

Proposition 4.11. (Kolmogorov criterion: probabilistic part) Let $A=$ $\left(A_{s t}\right)_{(s, t) \in \mathbb{D}_{<}^{2}}$ be a stochastic process which satisfies the following bound, for some $\gamma_{0}$, $p, c \in(0, \infty)$ :

$$
\mathbb{E}\left[\left|A_{s t}\right|^{p}\right] \leqslant c|t-s|^{p \gamma_{0}}, \quad \forall(s, t) \in \mathbb{D}_{<}^{2}
$$

Then, for any value of $\gamma$ such that

$$
\begin{equation*}
\gamma<\gamma_{0}-\frac{1}{p}, \tag{4.31}
\end{equation*}
$$

the random variable $Q_{\gamma}=Q_{\gamma}(A)$ defined in (4.25) is in $L^{p}$ :

$$
\mathbb{E}\left[\left|Q_{\gamma}\right|^{p}\right]<\infty
$$

In particular, $Q_{\gamma}<\infty$ a.s..
Proof. By definition of $Q_{\gamma}$ in (4.25), bounding the supremum with a sum we can write

$$
\left|Q_{\gamma}\right|^{p} \leqslant \sum_{d, \tilde{d} \in \mathbb{D}: d \rightarrow \tilde{d}}\left(\frac{\left|A_{d, \tilde{d}}\right|}{|\tilde{d}-d|^{\gamma}}\right)^{p}=\sum_{k \geq 0} \sum_{i=0}^{2^{k}-1} \frac{\left|A_{d_{i}^{k} d_{i+1}^{k}}\right|^{p}}{\left|d_{i+1}^{k}-d_{i}^{k}\right|^{p \gamma}} .
$$

Let us write $\gamma=\gamma_{0}-\frac{1+\epsilon}{p}$, for some $\epsilon>0$. Since $d_{i+1}^{k}-d_{i}^{k}=\frac{1}{2^{k}}$ we have

$$
\begin{aligned}
\mathbb{E}\left[\left|Q_{\gamma}\right|^{p}\right] & \leqslant \sum_{k \geq 0} \sum_{i=0}^{2^{k}-1} c\left|d_{i+1}^{k}-d_{i}^{k}\right|^{p\left(\gamma_{0}-\gamma\right)} \\
& \leqslant \sum_{k \geq 0} \sum_{i=0}^{2^{k}-1} \frac{c}{2^{(1+\epsilon) k}}=\sum_{k \geq 0} \frac{c}{2^{\epsilon k}}=\frac{c}{1-2^{-\epsilon}}<\infty .
\end{aligned}
$$

The proof is complete.
Remark 4.12. Given a stochastic process $\left(X_{t}\right)_{t \in \mathbb{D}}$ defined on dyadic times, if we apply Theorem 4.9 and Proposition 4.11 to $\left(A_{s t}:=\delta X_{s t}=X_{t}-X_{s}\right)_{(s, t) \in \mathbb{D}_{<}^{2}}$ we obtain the classical Kolmogorov continuity criterion. Note that in this case $K_{\rho, \sigma}=0$ because $\delta A=0$.

Proof of Lemma 4.10. We refer to Figure 4.1 for a graphical representation. Given $s, t \in \mathbb{D}$ with $s<t$, since $0<t-s \leqslant 1$, we can define $\ell \geq 1$ as the unique integer such that

$$
\begin{equation*}
\frac{1}{2^{\ell}}<t-s \leqslant \frac{1}{2^{\ell-1}} . \tag{4.32}
\end{equation*}
$$

We now take the smallest $k \in\left\{0, \ldots, 2^{\ell}-1\right\}$ for which $d_{k}^{\ell}>s$ and define

$$
s_{0}:=t_{0}:=d_{k}^{\ell}
$$

The definition of $k$ guarantees that $d_{k}^{\ell}<t$, because if $d_{k}^{\ell} \geqslant t$ then $\frac{k}{2^{\ell}}-s \geqslant t-s>\frac{1}{2^{\ell}}$ and this would violate the minimality of $k$.

Note that $0<d_{k}^{\ell}-s \leqslant d_{k}^{\ell}-d_{k-1}^{\ell}=\frac{1}{2^{\ell}}$ and $0<t-d_{k}^{\ell}<t-s$, by (4.32), therefore

$$
\begin{equation*}
0<s_{0}-s<\frac{1}{2^{\ell-1}}, \quad 0<t-t_{0}<\frac{1}{2^{\ell-1}} . \tag{4.33}
\end{equation*}
$$

Since both $s_{0}-s \in \mathbb{D}$ and $t-t_{0} \in \mathbb{D}$, for suitable integers $m \geq 1$ and $n \geq 1$ we have

$$
s_{0}-s=\frac{1}{2^{q_{1}}}+\frac{1}{2^{q_{2}}}+\ldots+\frac{1}{2^{q_{m}}}, \quad t-t_{0}=\frac{1}{2^{r_{1}}}+\frac{1}{2^{r_{2}}}+\ldots+\frac{1}{2^{r_{n}}},
$$

where $q_{m}>q_{m-1}>\ldots>q_{1} \geq \ell$ and $r_{n}>\ldots>r_{1} \geq \ell$. We can thus write

$$
\begin{aligned}
& s=s_{0}-\frac{1}{2^{q_{1}}}-\frac{1}{2^{q_{2}}}-\ldots-\frac{1}{2^{q_{m}}}, \\
& t=t_{0}+\frac{1}{2^{r_{1}}}+\frac{1}{2^{r_{2}}}+\ldots+\frac{1}{2^{r_{n}}} .
\end{aligned}
$$

We can finally define

$$
\begin{aligned}
& s_{i}:=s_{0}-\frac{1}{2^{q_{1}}}-\frac{1}{2^{q_{2}}}-\ldots-\frac{1}{2^{q_{i}}} \text { for } i=1, \ldots, m, \\
& t_{j}:=t_{0}+\frac{1}{2^{r_{1}}}+\frac{1}{2^{r_{2}}}+\ldots+\frac{1}{2^{r_{j}}} \text { for } j=1, \ldots, n . \\
& \begin{array}{cccccll} 
& s=\frac{5}{32} \frac{3}{316} & \frac{1}{4} & \frac{1}{2} & \frac{5}{8} & \frac{11}{116}=t & \\
\hdashline 0 & 1 & 1 & 1 & 1 & 1 & 1
\end{array}
\end{aligned}
$$

Figure 4.1. An instance of Lemma 4.10 with $s=\frac{5}{32}$ and $t=\frac{11}{16}$. Note that $\ell=1$ (because $\frac{1}{2^{1}}<|t-s|=\frac{17}{32} \leq \frac{1}{2^{0}}$, cf. (4.32)) and $s_{0}=t_{0}=\frac{1}{2}$. The points $t_{1}, \ldots, t_{n}$ are built iteratively: first take the largest $\frac{1}{2^{r_{1}}}$ (i.e. the smallest $r_{1}$ ) such that $t_{1}:=t_{0}+\frac{1}{2^{r_{1}}} \leq t$; if $t_{1}<t$, then take the largest $\frac{1}{2^{r_{2}}}$ such that $t_{2}:=t_{1}+\frac{1}{2^{r_{2}}} \leq t$; and so on, until $t_{n}=t$. Similarly for $s_{1}, \ldots, s_{m}$.

Since $q_{i}$ and $r_{j}$ are strictly increasing integers with $q_{1} \geq \ell$ and $r_{1} \geq \ell$, we have the bounds $q_{i} \geq \ell+(i-1)$ and $r_{j} \geq \ell+(j-1)$, for all $i \in\{0, \ldots, m-1\}$ and $j \in\{0, \ldots$, $n-1\}$, hence

$$
\begin{aligned}
& \left|s_{i}-s_{i+1}\right|=\frac{1}{2^{q_{i+1}}} \leqslant \frac{1}{2^{i}} \frac{1}{2^{\ell}}<\frac{|t-s|}{2^{i}}, \\
& \left|t_{j+1}-t_{j}\right|=\frac{1}{2^{q_{j+1}}} \leqslant \frac{1}{2^{j}} \frac{1}{2^{\ell}}<\frac{|t-s|}{2^{j}} .
\end{aligned}
$$

having used (4.32). This proves the bounds in (4.29).
We note that, for any integer $r \geq \ell$, we have the inclusion $D_{\ell} \subseteq D_{r}$. Then, given any $x \in D_{\ell}$, we have that $x \in D_{r}$, hence $x \rightarrow x+2^{-r}$. Since $t_{0}=d_{k}^{\ell} \in D_{\ell}$ and $r_{1} \geq \ell$, this shows that $t_{0} \rightarrow t_{1}=t_{0}+2^{-r_{1}}$. Proceeding inductively, we have $t_{j} \rightarrow t_{j+1}=t_{j}+2^{-r_{j+1}}$. A similar argument applies to the points $s_{i}$ and completes the proof of (4.29).

### 4.7. Proof of Theorem 4.3

In this section we prove the three assertions of Theorem 4.3.

Proof of the first assertion of Theorem 4.3. We want to prove that for any $\alpha \in\left(0, \frac{1}{2}\right)$, a.s. $I$ is $\alpha$-Hölder continuous, namely there is an a.s. finite random constant $C$ such that

$$
\begin{equation*}
\left|\delta I_{s t}\right| \leqslant C|t-s|^{\alpha}, \quad \forall 0 \leqslant s \leqslant t \leqslant T . \tag{4.34}
\end{equation*}
$$

First observation: if the claim holds under the stronger assumption $|h| \leqslant c$ almost surely, for some deterministic $c<\infty$, then we can deduce the general result by localization. Indeed, if we only assume that $\sup _{[0, T]}|h|<\infty$ a.s., we can define for $n \in \mathbb{N}$ the stopping times

$$
\tau_{n}:=\inf \left\{t \in[0, T]:\left|h_{t}\right|>n\right\} .
$$

Let us define

$$
h_{s}^{(n)}:=h_{s \wedge \tau_{n}}, \quad I_{t}^{(n)}:=\int_{0}^{t} h_{s}^{(n)} \mathrm{d} B_{s} .
$$

Note that $\sup _{[0, T]}\left|h^{(n)}\right| \leqslant n$ by the definition of $\tau_{n}$. Then

$$
\begin{equation*}
\left|\delta I_{s t}^{(n)}\right| \leqslant C^{(n)}|t-s|^{\alpha}, \quad \forall 0 \leqslant s<t \leqslant T \tag{4.35}
\end{equation*}
$$

for a suitable a.s. finite random constant $C^{(n)}$. Let us define the events

$$
A_{n}:=\left\{\tau_{n}=\infty\right\}=\left\{\sup _{[0, T]}|h| \leqslant n\right\}
$$

and note that $h=h^{(n)}$ on $A_{n}$. By the locality property of the stochastic integral, $I=I^{(n)}$ a.s. on $A_{n}{ }^{4.1}$.

Note that $A:=\bigcup_{n \in \mathbb{N}} A_{n}=\left\{\sup _{[0, T]}|h|<\infty\right\}$, hence $\mathbb{P}(A)=1$. If we define $C:=$ $C^{(n)}$ on $A_{n} \backslash A_{n-1}$ (with $A_{0}:=\emptyset$ ) and $C:=\infty$ on $A^{c}$, we have $C<\infty$ a.s. and relation (4.6) holds.

Second observation: if relation (4.34) holds for all $s, t$ in a (deterministic) dense subset $\mathbb{D} \subseteq[0, T]$, then it holds for all $s, t \in[0, T]$, because $\delta I_{s t}$ is a continuous function of $(s, t)$.

In conclusion, the proof is reduced to showing (4.34) only for $s, t \in \mathbb{D}$, under the assumption that $\sup _{[0, T]}|h| \leqslant c<\infty$ almost surely. Suppose that this is the case and set $A_{s t}:=\delta I_{s t}, 0 \leqslant s \leqslant t \leqslant T$. Here $\delta A=0$ and therefore the constant $K_{\alpha, \gamma}$ in (4.26) is equal to zero for any $0<\alpha<\gamma$. It remains to estimate $Q_{\alpha}$ using Proposition 4.11.

By the BDG inequality of Proposition 4.15, for any $p \geqslant 2$

$$
\mathbb{E}\left[\left|\delta I_{s t}\right|^{p}\right] \leqslant c_{p} \mathbb{E}\left[\left(\int_{s}^{t} h_{u}^{2} \mathrm{~d} u\right)^{\frac{p}{2}}\right] \leqslant C_{p}|t-s|^{\frac{p}{2}} .
$$

Then Proposition 4.11 applies with $\gamma_{0}=\frac{1}{2}$ and any $\alpha=\gamma_{0}-\frac{1}{p} \in\left(0, \frac{1}{2}\right)$ for $p$ sufficiently large. By Theorem 4.9, we obtain (4.34) and the proof is complete.

For $0 \leqslant s \leqslant t \leqslant T$ we define the (random) continuous function

$$
\begin{equation*}
R_{s t}:=I_{t}-I_{s}-h_{s}\left(B_{t}-B_{s}\right)=\int_{s}^{t} \delta h_{s r} \mathrm{~d} B_{r} . \tag{4.36}
\end{equation*}
$$

[^0]We recall that a.s. $B \in \mathcal{C}^{\beta}$ for every $\beta<\frac{1}{2}$.
Proof of the second assertion of Theorem 4.3. Let $\alpha<\frac{1}{2}$. We want to show that, if a.s. $h \in \mathcal{C}^{\beta}$, for some $\beta \in(0, \alpha]$, then there is an a.s. finite random constant $C$ such that

$$
\begin{equation*}
\left|R_{s t}\right| \leqslant C|t-s|^{\alpha+\beta}, \quad \forall 0 \leqslant s \leqslant t \leqslant T \tag{4.37}
\end{equation*}
$$

First observation: if the claim holds under the stronger assumption $\|\delta h\|_{\beta} \leqslant c$ almost surely, for some deterministic $c<\infty$, then we can deduce the general result by localization. Indeed, if we only assume that $\|\delta h\|_{\beta}<\infty$ a.s., we can define for $n \in \mathbb{N}$ the stopping times

$$
\tau_{n}:=\inf \left\{t \in[0,1]:\|\delta h\|_{\beta,[0, t]}>n\right\}
$$

where $\|\delta h\|_{\alpha,[0, t]}$ is the Hölder semi-norm of $h$ restricted to $[0, t]$ (equivalently, the Hölder semi-norm of $s \mapsto h_{s \wedge t}$ on the whole interval $s \in[0,1]$ ). Let us define

$$
h_{s}^{(n)}:=h_{s \wedge \tau_{n}}, \quad I_{t}^{(n)}:=\int_{0}^{t} h_{s}^{(n)} \mathrm{d} B_{s}, \quad R_{s t}^{(n)}:=I_{t}^{(n)}-I_{s}^{(n)}-h_{s}^{(n)}\left(B_{t}-B_{s}\right) .
$$

Note that $\left\|\delta h^{(n)}\right\|_{\beta} \leqslant n$, by definition of $\tau_{n}$. (Indeed, $\|\delta h\|_{\beta,[0, t]} \leqslant n$ for all $t<\tau_{n}$, which means that $|h(r)-h(s)| \leqslant n|r-s|^{\beta}$ for all $r, s \in\left[0, \tau_{n}\right)$; then, by continuity, $|h(r)-h(s)| \leqslant n|r-s|^{\beta}$ for all $r, s \in\left[0, \tau_{n}\right]$, which means that $\|\delta h\|_{\beta,\left[0, \tau_{n}\right]}=\left\|\delta h^{(n)}\right\|_{\beta} \leqslant$ $n)$. Then

$$
\begin{equation*}
\left|R_{s t}^{(n)}\right| \leqslant C^{(n)}|t-s|^{\alpha+\beta}, \quad \forall 0 \leqslant s<t \leqslant T \tag{4.38}
\end{equation*}
$$

for a suitable a.s. finite random constant $C^{(n)}$. Let us define the events

$$
A_{n}:=\left\{\tau_{n}=\infty\right\}=\left\{\|\delta h\|_{\alpha} \leqslant n\right\}
$$

and note that $h=h^{(n)}$ on $A_{n}$. By the locality property of the stochastic integral, $I=I^{(n)}$ a.s. on $A_{n},{ }^{4.2}$ hence also $R=R^{(n)}$ a.s. on $A_{n}$. Redefining $C^{(n)}=\infty$ on the exceptional set $\left\{R=R^{(n)}\right\}^{c}$, we get by (4.38)

$$
\text { on the event } A_{n}: \quad\left|R_{s t}\right| \leqslant C^{(n)}|t-s|^{\alpha+\beta}, \quad \forall 0 \leqslant s<t \leqslant T .
$$

Note that $A:=\bigcup_{n \in \mathbb{N}} A_{n}=\left\{\|\delta h\|_{\beta}<\infty\right\}$, hence $\mathbb{P}(A)=1$. If we define $C:=C^{(n)}$ on $A_{n} \backslash A_{n-1}$ (with $A_{0}:=\emptyset$ ) and $C:=\infty$ on $A^{c}$, we have $C<\infty$ a.s. and relation (4.7) holds.

Second observation: if relation (4.37) holds for all $s, t$ in a (deterministic) dense subset $\mathbb{D} \subseteq[0,1]$, then it holds for all $s, t \in[0,1]$, because $R_{s t}$ is a continuous function of $(s, t)$.

In conclusion, the proof is reduced to showing (4.37) only for $s, t \in \mathbb{D}$, under the assumption that $\|\delta h\|_{\beta} \leqslant c<\infty$. This technical result is formulated in the separate Lemma 4.13.

[^1]Lemma 4.13. Let $0<\alpha<\frac{1}{2}$ and $0<\beta \leqslant 1$. Assume that $\mathbb{E}\left[\|\delta h\|_{\beta}^{p}\right]<\infty$ for all $p>0$. Then there is an a.s. finite random constant $C$ such that

$$
\begin{equation*}
\left|R_{s t}\right| \leqslant C|t-s|^{\alpha+\beta}, \quad \forall s, t \in \mathbb{D} \quad \text { with } s \leqslant t \tag{4.39}
\end{equation*}
$$

Equivalently, a.s. $R \in C_{2}^{\alpha+\beta}$.
Proof. We apply Theorem 4.9 to the (random) function $A(s, t)=R_{s t}$, with $\gamma=\alpha+\beta$ and $\rho=\alpha \wedge \beta$. Then relation (4.27) yields (4.39). It remains to show that a.s. $Q_{\alpha+\beta}<\infty$ and $K_{\rho, \alpha+\beta}<\infty$.

We recall that $R_{s t}$ is defined in (4.36). In particular, for $s<u<t$

$$
\delta R_{s u t}=R_{s t}-R_{s u}-R_{u t}=\left(h_{u}-h_{s}\right)\left(B_{t}-B_{u}\right)
$$

Then by (4.26), a.s.

$$
K_{\rho, \alpha+\beta}(R) \leqslant\|\delta h\|_{\beta}\|\delta B\|_{\alpha} \sup _{0 \leqslant s<u<t \leqslant 1} \frac{|u-s|^{\beta}|t-u|^{\alpha}}{\min (u-s, t-u)^{\alpha \wedge \beta}|t-s|^{\alpha \vee \beta}} .
$$

By our assumption that $\|\delta h\|_{\beta} \in L^{p}$ and by the fact that $B$ is a Brownian motion, it follows that $\|\delta h\|_{\beta}\|\delta B\|_{\alpha}<\infty$ a.s., hence it only remains to show that the constant defined by the supremum is bounded above by 1 . However, this constant equals

$$
\sup _{a, b>0, a+b=1} \frac{a^{\alpha} b^{\beta}}{\min (a, b)^{\alpha \wedge \beta}}=\sup _{a, b>0, a+b=1}\left(\frac{a b}{\min (a, b)}\right)^{\alpha \wedge \beta} a^{\alpha-\alpha \wedge \beta} b^{\beta-\alpha \wedge \beta} \leqslant 1 .
$$

We want now to estimate $Q_{\alpha+\beta}(R)$. We note that, for fixed $s<t$, we have $R_{s t}=$ $\int_{s}^{t}\left(h_{u}-h_{s}\right) \mathrm{d} B_{u}$ a.s.. By the Burkholder-Davies-Gundy inequality, see Proposition 4.15, for any $p>2$ there is a universal constant $c_{p}$ such that

$$
\begin{aligned}
\mathbb{E}\left[\left|R_{s t}\right|^{p}\right] & \leqslant c_{p} \mathbb{E}\left[\left(\int_{s}^{t}\left(h_{u}-h_{s}\right)^{2} \mathrm{~d} u\right)^{\frac{p}{2}}\right] \\
& \leqslant c_{p} \mathbb{E}\left[\|\delta h\|_{\beta}^{p}\left(\int_{s}^{t}(u-s)^{2 \beta} \mathrm{~d} u\right)^{\frac{p}{2}}\right] \\
& \leqslant c_{p} \mathbb{E}\left[\|\delta h\|_{\beta}^{p}\right](t-s)^{p\left(\beta+\frac{1}{2}\right)} .
\end{aligned}
$$

By Proposition 4.11, we have $Q_{\gamma}<\infty$ a.s. for any $\gamma<\beta+\frac{1}{2}-\frac{1}{p}$. Plugging $\gamma=\alpha+\beta$ we get $\alpha<\frac{1}{2}-\frac{1}{p}$, which is satisfied for $p$ large enough, since $\alpha<\frac{1}{2}$.

Next, we suppose that there exists another adapted process $h^{1}=\left(h_{t}^{1}\right)_{t \in[0, T]}$ with values in $\mathbb{R}^{k} \otimes\left(\mathbb{R}^{d}\right)^{*}$ such that a.s.

$$
\left|\delta h_{s t}-h_{s}^{1} \mathbb{B}_{s t}^{1}\right| \lesssim|t-s|^{\beta} .
$$

Then we define

$$
\begin{align*}
\hat{R}_{s t} & :=R_{s t}-h_{s}^{1} \mathbb{B}_{s t}^{2}=\delta I_{s t}-h_{s} \mathbb{B}_{s t}^{1}-h_{s}^{1} \mathbb{B}_{s t}^{2} \\
& =\int_{s}^{t}\left(\delta h_{s r}-h_{s}^{1} \mathbb{B}_{s r}^{1}\right) \mathrm{d} B_{r}, \tag{4.40}
\end{align*}
$$

where $\mathbb{B}^{2}$ is defined in (4.2). Then the third assertion of Theorem 4.3 follows with the same localisation argument as for the second one and from the following

Lemma 4.14. Assume that $\mathbb{E}\left[\left\|\delta h^{1}\right\|_{\eta}^{p}+\left\|\delta h-h^{1} \mathbb{B}^{1}\right\|_{\eta+\alpha}^{p}\right]<\infty$, for some $\alpha \in\left(0, \frac{1}{2}\right)$ and for all $p>0$. Then there is an a.s. finite random constant $C$ such that

$$
\begin{equation*}
\left|\hat{R}_{s t}\right| \leqslant C|t-s|^{\eta+2 \alpha}, \quad \forall s, t \in \mathbb{D} \quad \text { with } s \leqslant t \tag{4.41}
\end{equation*}
$$

Equivalently, a.s. $\hat{R} \in C_{2}^{\eta+2 \alpha}$.
Proof. We set $\rho:=\alpha \wedge \eta$. Then

$$
\delta \hat{R}_{s u t}=\left(\delta h_{s u}-h_{s}^{1} \mathbb{B}_{s u}^{1}\right) \mathbb{B}_{u t}^{1}+\delta h_{s u}^{1} \mathbb{B}_{u t}^{2},
$$

which implies that a.s. $K_{\rho, \eta+2 \alpha}(\hat{R})<+\infty$. Indeed

$$
\begin{aligned}
K_{\rho, \eta+2 \alpha}(\hat{R}) \leqslant & \left\|\delta h-h^{1} \mathbb{B}^{1}\right\|_{\eta+\alpha}\left\|\mathbb{B}^{1}\right\|_{\alpha} \sup _{0 \leqslant s<u<t \leqslant 1} \frac{|u-s|^{\eta+\alpha}|t-u|^{\alpha}}{\min (u-s, t-u)^{\rho}|t-s|^{\eta+2 \alpha-\rho}} \\
& +\left\|\delta h^{1}\right\|_{\eta}\left\|\mathbb{B}^{2}\right\|_{2 \alpha} \sup _{0 \leqslant s<u<t \leqslant 1} \frac{|u-s|^{\eta}|t-u|^{2 \alpha}}{\min (u-s, t-u)^{\rho}|t-s|^{\eta+2 \alpha-\rho}} .
\end{aligned}
$$

We note that the first supremum is equal to

$$
\sup _{a, b>0, a+b=1} \frac{a^{\eta+\alpha} b^{\alpha}}{(a \wedge b)^{\rho}} \leqslant \sup _{a, b>0, a+b=1}\left(\frac{a b}{a \wedge b}\right)^{\alpha \wedge \eta} a^{\alpha \vee \eta} b^{\alpha-\alpha \wedge \eta} \leqslant 1,
$$

while the second supremum is equal to

$$
\sup _{a, b>0, a+b=1} \frac{a^{\eta} b^{2 \alpha}}{(a \wedge b)^{\rho}} \leqslant \sup _{a, b>0, a+b=1}\left(\frac{a b}{a \wedge b}\right)^{\alpha \wedge \eta} a^{\eta-\alpha \wedge \eta} b^{2 \alpha-\alpha \wedge \eta} \leqslant 1 .
$$

Now by (4.40)

$$
\begin{aligned}
\mathbb{E}\left[\left|\hat{R}_{s t}\right|^{p}\right] & \leqslant \mathbb{E}\left[\left(\int_{s}^{t}\left(\delta h_{s u}-h_{s}^{1} \mathbb{B}_{s u}^{1}\right)^{2} \mathrm{~d} u\right)^{\frac{p}{2}}\right] \\
& \leqslant c_{p} \mathbb{E}\left[\left\|\delta h-h^{1} \mathbb{B}^{1}\right\|_{\eta+\alpha}^{p}\left(\int_{s}^{t}(u-s)^{2(\eta+\alpha)} \mathrm{d} u\right)^{\frac{p}{2}}\right] \\
& \leqslant c_{p} \mathbb{E}\left[\left\|\delta h-h^{1} \mathbb{B}^{1}\right\|_{\eta+\alpha}^{p}\right](t-s)^{p\left(\eta+\alpha+\frac{1}{2}\right)} .
\end{aligned}
$$

By Proposition 4.11, we have $Q_{\gamma}<\infty$ a.s. for any $\gamma<\eta+\alpha+\frac{1}{2}-\frac{1}{p}$. Plugging $\gamma=\eta+2 \alpha$ we get $\alpha<\frac{1}{2}-\frac{1}{p}$, which is satisfied for $p$ large enough, since $\alpha<\frac{1}{2}$.

Finally, we give a proof of (half of) Burkholder-Davies-Gundy inequality for $p \geq 2$.

Proposition 4.15. For all $p \geq 2$ there is a constant $c_{p}<\infty$ such that for all $0 \leqslant$ $s<t \leqslant T$

$$
\mathbb{E}\left[\left(\int_{s}^{t} y_{u} \mathrm{~d} B_{u}\right)^{p}\right] \leqslant c_{p} \mathbb{E}\left[\left(\int_{s}^{t} y_{u}^{2} \mathrm{~d} u\right)^{\frac{p}{2}}\right]
$$

for any progressively measurable process such that $\int_{0}^{1} y_{u}^{2} \mathrm{~d} u<\infty, \mathbb{P}$-a.s..

Proof. To simplify notation we set $s=0$ and $m_{t}:=\int_{0}^{t} y_{u} \mathrm{~d} B_{u}$.
In a first time we make the additional assumptions that $\mathbb{E}\left[\int_{0}^{1} y_{u}^{2} \mathrm{~d} u\right]<\infty$ and $m$ is bounded by some deterministic constant. By the Itô formula applied to $m_{t}$, we get

$$
\mathrm{d}\left|m_{t}\right|^{p}=p\left|m_{t}\right|^{p-1} \operatorname{sgn}\left(m_{t}\right) y_{t} \mathrm{~d} B_{t}+\frac{p(p-1)}{2}\left|m_{t}\right|^{p-2} y_{t}^{2} \mathrm{~d} t
$$

In general $\left(\int_{0}^{t}\left|m_{u}\right|^{p-1} \operatorname{sgn}\left(m_{u}\right) y_{u} \mathrm{~d} B_{u}\right)_{t}$ is a local martingale, but under our additional assumptions it is a true martingale with zero expectation, because $\mathbb{E}\left[\int_{0}^{1}\left|m_{u}\right|^{2(p-1)} y_{u}^{2} \mathrm{~d} u\right]<\infty$ (recall that $m$ is bounded). Consequently

$$
\mathbb{E}\left[\left|m_{t}\right|^{p}\right]=\frac{p(p-1)}{2} \mathbb{E}\left[\int_{0}^{t}\left|m_{u}\right|^{p-2} y_{u}^{2} \mathrm{~d} u\right]
$$

If we set $\left|\bar{m}_{t}\right|:=\sup _{u \leqslant t}\left|m_{u}\right|$, we obtain by Hölder

$$
\begin{align*}
\mathbb{E}\left[\left|m_{t}\right|^{p}\right] & \leqslant \frac{p(p-1)}{2} \mathbb{E}\left[\left|\bar{m}_{t}\right|^{p-2} \int_{0}^{t} y_{u}^{2} \mathrm{~d} u\right] \\
& \leqslant \frac{p(p-1)}{2} \mathbb{E}\left[\left|\bar{m}_{t}\right|^{p}\right]^{1-\frac{2}{p}} \mathbb{E}\left[\left(\int_{0}^{t} y_{u}^{2} \mathrm{~d} u\right)^{\frac{p}{2}}\right]^{\frac{2}{p}} \tag{4.42}
\end{align*}
$$

Since $\left(\left|m_{t}\right|\right)_{t \geq 0}$ is submartingale bounded in $L^{p}$ with continuous trajectories, by Doob $L^{p}$ inequality we have: $\mathbb{E}\left[\left|\bar{m}_{t}\right|^{p}\right] \leqslant\left(\frac{p}{p-1}\right)^{p} \mathbb{E}\left[\left|m_{t}\right|^{p}\right]$. Plugging the above in (4.42) we conclude:

$$
\mathbb{E}\left[\left|\int_{0}^{t} y_{u} \mathrm{~d} B_{u}\right|^{p}\right] \leqslant c_{p} \mathbb{E}\left[\left(\int_{0}^{t} y_{u}^{2} \mathrm{~d} u\right)^{p / 2}\right]
$$

As far as the general case is concerned, let us define

$$
\tau^{n}=\inf \left\{t \geq 0:\left|m_{t}\right|>n\right\} \wedge \inf \left\{t \geq 0: \int_{0}^{t} y_{u}^{2} \mathrm{~d} u>n\right\}
$$

Note that $\tau^{n}$ is a non decreasing sequence of stopping times, with $\tau^{n}=\infty$ for $n$ large enough, $\mathbb{P}$-a.s.. We denote $y_{t}^{n}:=y \mathbb{1}_{\left[0, \tau^{n}\right]}(t)$ and $m_{t}^{n}:=\int_{0}^{t} y_{u}^{n} \mathrm{~d} B_{u}$. By construction, $y^{n}$ and $m^{n}$ satisfy our additional assumptions. Since $m_{t}^{n}=m_{t \wedge \tau^{n}}$ a.s., we have

$$
\begin{aligned}
\mathbb{E}\left[\left|\int_{0}^{t \wedge \tau^{n}} y_{u} \mathrm{~d} B_{u}\right|^{p}\right] & \leqslant c_{p} \mathbb{E}\left[\left(\int_{0}^{t} y_{u}^{2} \mathbf{1}_{\left[0, \tau^{n]}\right]}(u) \mathrm{d} u\right)^{p / 2}\right] \\
& \leqslant c_{p} \mathbb{E}\left[\left(\int_{0}^{t} y_{u}^{2} \mathrm{~d} u\right)^{p / 2}\right]
\end{aligned}
$$

Finally we notice that by Fatou's Lemma

$$
\begin{aligned}
\mathbb{E}\left[\left(\int_{s}^{t} y_{u} \mathrm{~d} B_{u}\right)^{p}\right] & =\mathbb{E}\left[\liminf _{n \rightarrow \infty}\left|\int_{s}^{t \wedge \tau^{n}} y_{u} \mathrm{~d} B_{u}\right|^{p}\right] \\
& \leqslant \liminf _{n \rightarrow \infty} \mathbb{E}\left[\left|\int_{s}^{t \wedge \tau^{n}} y_{u} \mathrm{~d} B_{u}\right|^{p}\right] \\
& \leqslant c_{p} \mathbb{E}\left[\left(\int_{s}^{t} y_{u}^{2} \mathrm{~d} u\right)^{p / 2}\right]
\end{aligned}
$$

The proof is complete.

## Part II

## Rough Integration

## Chapter 5

## The Sewing Lemma

We fix throughout the chapter a time horizon $T>0$ and two continuous functions $X, Y:[0, T] \rightarrow \mathbb{R}$. In this setting the integral

$$
\begin{equation*}
\int_{0}^{T} Y_{r} \mathrm{~d} X_{r} \tag{5.1}
\end{equation*}
$$

can be defined as $\int_{0}^{T} Y_{r} \dot{X}_{r} \mathrm{~d} r$ if $X$ is differentiable or, more generally, as a Lebesgue integral if $X$ is of bounded variation, so that $\mathrm{d} X$ is a signed measure. The key question we want to address is: how to define the integral when $X$ does not have such regularity? This is an example of a more general problem: given a distribution (generalized function) $\dot{X}$ and a non-smooth function $Y$, how to define their product $Y \dot{X}$ ?

A motivation is given by $X=B$ with $\left(B_{t}\right)_{t \geq 0}$ a Brownian motion. In this special case, one can use probability theory to answer the question and define the integral in (5.1), but one sees that there are several possible definitions: for example Itô, Stratonovich, etc.

In this book, we are going to present the alternative answer provided by the theory of Rough Paths, originally introduced by Terry Lyons. This theory yields a robust construction of the integral in (5.1) and sheds a new "pathwise" light on stochastic integration.

The approach we follow is based on the Sewing Lemma, to which this chapter is devoted. In particular, we will show in Chapter 6 that the integral in (5.1) has a canonical definition (Young integral) when $Y$ and $X$ are Hölder continuous, under a constraint on their Hölder exponents. Going beyond this constraint requires Rough Paths, which will be studied in Chapter 7.

### 5.1. LOCAL APPROXIMATION

If $X$ is of class $C^{1}$, we can define the integral function

$$
I_{t}:=\int_{0}^{t} Y_{r} \dot{X}_{r} \mathrm{dr}, \quad t \in[0, T]
$$

Then we have $I_{0}=0$ and for $0 \leqslant s \leqslant t \leqslant T$

$$
\begin{equation*}
I_{t}-I_{s}-Y_{s}\left(X_{t}-X_{s}\right)=\int_{s}^{t}\left(Y_{r}-Y_{s}\right) \dot{X}_{r} \mathrm{~d} r=o(t-s) \tag{5.2}
\end{equation*}
$$

as $t-s \rightarrow 0$, because $\dot{X}$ is bounded and $\left|Y_{r}-Y_{s}\right|=o(1)$ as $|r-s| \rightarrow 0$. Thus the integral function $I_{t}$ satisfies

$$
\begin{equation*}
I_{0}=0, \quad I_{t}-I_{s}=Y_{s}\left(X_{t}-X_{s}\right)+o(t-s), \quad 0 \leqslant s \leqslant t \leqslant T \tag{5.3}
\end{equation*}
$$

Remarkably, the relation (5.3) characterizes $\left(I_{t}\right)_{t \in[0, T]}$. Indeed, if $I^{1}$ and $I^{2}$ satisfy (5.3) with the same functions $X, Y$, their difference $\Delta:=I^{1}-I^{2}$ satisfies

$$
\left|\Delta_{t}-\Delta_{s}\right|=o(t-s), \quad 0 \leqslant s \leqslant t \leqslant T,
$$

which implies $\frac{\mathrm{d}}{\mathrm{d} t} \Delta_{t} \equiv 0$ and then $\Delta_{t}=\Delta_{0}=I_{0}^{1}-I_{0}^{2}=0$ by (5.3). This simple result deserves to be stated in a separate

Lemma 5.1. Given any pair of functions $X, Y:[0, T] \rightarrow \mathbb{R}$, there can be at most one function $I:[0, T] \rightarrow \mathbb{R}$ satisfying (5.3).

The formulation (5.3) is interesting also because the derivative $\dot{X}$ of $X$ does not appear. Therefore, if we can find a function $I:[0, T] \rightarrow \mathbb{R}$ which satisfies (5.3), such a function is unique and we can take it as a definition of the integral (5.1).

We will see in Section 6.1 that this program can be accomplished when $X$ and $Y$ satisfy suitable Hölder regularity assumptions. In order to get there, in the next sections we will look at a more general problem.

### 5.2. A GENERAL PROBLEM

Let us generalise the problem (5.3). We define $A:[0, T]^{2} \rightarrow \mathbb{R}$ by setting for $0 \leqslant s \leqslant$ $t \leqslant T$

$$
\begin{equation*}
A_{s t}:=Y_{s}\left(X_{t}-X_{s}\right) . \tag{5.4}
\end{equation*}
$$

We can then decouple (5.3) in two relations:

$$
\begin{gather*}
I_{0}=0, \quad I_{t}-I_{s}=A_{s t}+R_{s t}, \quad 0 \leqslant s \leqslant t \leqslant T,  \tag{5.5}\\
R:[0, T]_{\leqslant}^{2} \rightarrow \mathbb{R}, \quad R_{s t}=o(t-s) . \tag{5.6}
\end{gather*}
$$

The general problem is, given a continuous $A:[0, T]^{2} \rightarrow \mathbb{R}$, to find a pair of functions $(I, R)$ satisfying (5.5)-(5.6). We call

- $A:[0, T]_{\leqslant}^{2} \rightarrow \mathbb{R}$ the germ,
- $I:[0, T] \rightarrow \mathbb{R}$ the integral,
- $\quad R:[0, T]^{2} \rightarrow \mathbb{R}$ the remainder.

We are going to present conditions which allow to solve this problem.
Note that we always have uniqueness. Indeed, given $\left(I^{1}, R^{1}\right)$ and $\left(I^{2}, R^{2}\right)$ which solve (5.5)-(5.6) for the same $A$, by the same arguments which lead to Lemma 5.1 we have $\frac{\mathrm{d}}{\mathrm{d} t}\left(I_{t}^{1}-I_{t}^{2}\right) \equiv 0$, hence $I^{1}=I^{2}$ and then $R^{1}=R^{2}$ by (5.5). We record this as

Lemma 5.2. Given any germ $A$, there can be at most one pair of functions $(I, R)$ satisfying (5.5)-(5.6).

### 5.3. An algebraic look

We first focus on relation (5.5) alone. For a fixed germ $A$, this equation has infinitely many solutions $(I, R)$, because given any $I$ we can simply define $R$ so as to fulfill (5.5). Interestingly, all solutions admit an algebraic characterization in terms of $R$ alone.

Lemma 5.3. Fix a function $A \in C_{2}$.

1. If a pair $(I, R) \in C_{1} \times C_{2}$ satisfies (5.5), then $R$ satisfies

$$
\begin{equation*}
(\delta R)_{s u t}=-(\delta A)_{s u t}, \quad \forall 0 \leqslant s \leqslant u \leqslant t \leqslant T . \tag{5.7}
\end{equation*}
$$

2. Viceversa, given any function $R \in C_{2}$ which satisfies (5.7), if we set $I_{t}:=$ $A_{0 t}+R_{0 t}$, the pair $(I, R) \in C_{1} \times C_{2}$ satisfies (5.5).

Proof. Relation (5.5) clearly implies (5.7), simply because $\delta(\delta I)=0$. Viceversa, given $R$ satisfying (5.7), we can define $L_{s t}:=A_{s t}+R_{s t}$ so that

$$
L_{s t}-L_{s u}-L_{u t}=0 .
$$

Applying this formula to $\left(s^{\prime}, u^{\prime}, t^{\prime}\right)=(0, s, t)$, we obtain that $I_{t}:=L_{0 t}$ satisfies

$$
I_{t}-I_{s}=L_{0 t}-L_{0 s}=L_{s t}=A_{s t}+R_{s t}
$$

and the proof is complete because $I_{0}:=L_{00}=A_{00}+R_{00}=0$, which follows by (5.7) for $s=u=0$.

We can now rephrase Lemma 5.3 as follows.
Proposition 5.4. Fix $A \in C_{2}$. Finding a pair $(I, R) \in C_{1} \times C_{2}$ satisfying (5.5) is equivalent to finding $R \in C_{2}$ such that

$$
\begin{equation*}
\delta R_{\text {sut }}=-\delta A_{\text {sut }}, \quad \forall 0 \leqslant s \leqslant u \leqslant t \leqslant T . \tag{5.8}
\end{equation*}
$$

### 5.4. Enters analysis: the Sewing Lemma

So far we have analyzed (5.5). We now let (5.6) enter the game, i.e. we look for a pair of functions $(I, R) \in C_{1} \times C_{2}$ which fulfills (5.5)-(5.6), given a (general) germ $A \in C_{2}$.

We stress that condition (5.6) is essential to ensure uniqueness: without it, equation (5.5) admits infinitely many solutions, as discussed before Lemma 5.3. When we couple (5.5) with (5.6), uniqueness is guaranteed by Lemma 5.2, but existence is no longer obvious. This is what we now focus on.

We start with a simple necessary condition.
Lemma 5.5. For (5.5)-(5.6) to admit a solution, it is necessary that the germ $A$ satisfies

$$
\begin{equation*}
\left|\delta A_{\text {sut }}\right|=o(t-s), \quad \text { for } 0 \leqslant s \leqslant u \leqslant t \leqslant T . \tag{5.9}
\end{equation*}
$$

Proof. If (5.5) admits a solution, by Proposition 5.4 we have $\left|\delta A_{\text {sut }}\right|=\left|\delta R_{\text {sut }}\right|$. If furthermore $R$ satisfies (5.6), we must have for $0 \leqslant s \leqslant u \leqslant t \leqslant T$

$$
\left|\delta R_{s u t}\right| \leq\left|R_{s t}\right|+\left|R_{s u}\right|+\left|R_{u t}\right|=o(t-s)+o(u-s)+o(t-u)=o(t-s) .
$$

Remark 5.6. Choosing $u=s$ in (5.9) we obtain that $-A_{s s}=o(t-s)$, which means that $A_{s s}=0$. Therefore a necessary condition for (5.5)-(5.6) to admit a solution is that $A$ vanishes on the diagonal of $[0, T]_{\leqslant}^{2}$.

Remarkably, the necessary condition in Lemma 5.5 is close to being sufficient: it is enough to upgrade $o(t-s)$ in $O\left((t-s)^{\eta}\right)$ for some $\eta>1$. This is the content of the celebrated Sewing Lemma, which we next present.

We have seen in the Sewing bound (Theorem 1.9) that any $R \in C_{2}$ such that $R_{s t}=o(t-s)$ for $0 \leqslant s \leqslant t \leqslant T$ satisfies an a priori estimate $\|R\|_{\eta} \leqslant K_{\eta}\|\delta R\|_{\eta}$ for any $\eta>1$. Of course, this estimate is only interesting if $\|\delta R\|_{\eta}<\infty$ for some $\eta>1$. This property, that we call coherence, is at the heart of the celebrated Sewing Lemma (Gubinelli [2], Feyel-de La Pradelle [1]), as it provides a sufficient condition on the germ $A$ for the solution of (5.5)-(5.6).

Definition 5.7. (Coherence) A germ $A \in C_{2}$ is called coherent if, for some $\eta>1$, it satisfies $\delta A \in C_{3}^{\eta}$, i.e. $\|\delta A\|_{\eta}<\infty$. More explicitly:

$$
\begin{equation*}
\exists \eta \in(1, \infty): \quad\left|\delta A_{s u t}\right| \lesssim|t-s|^{\eta}, \quad 0 \leqslant s \leqslant u \leqslant t \leqslant T \tag{5.10}
\end{equation*}
$$

Theorem 5.8. (Sewing Lemma) For any coherent germ $A \in C_{2}$ there exists a (unique) function $I:[0, T] \rightarrow \mathbb{R}$ such that $\left|A_{s t}-\delta I_{s t}\right|=o(t-s)$; equivalently, there exists a unique pair $(I, R) \in C_{1} \times C_{2}$ such that

$$
\begin{equation*}
I_{0}=0, \quad I_{t}-I_{s}=A_{s t}+R_{s t} \quad \text { with } \quad R_{s t}=o(t-s) . \tag{5.11}
\end{equation*}
$$

- The "remainder" $R_{s t}:=\delta I_{s t}-A_{s t}$ satisfies the Sewing Bound:

$$
\begin{equation*}
\|R\|_{\eta} \leq K_{\eta}\|\delta A\|_{\eta} \quad \text { where } \quad K_{\eta}:=\left(1-2^{1-\eta}\right)^{-1} \tag{5.12}
\end{equation*}
$$

- The integral $I \in C_{1}$ is the limit of Riemann sums of the germ:

$$
\begin{equation*}
I_{t}:=\lim _{|\mathcal{P}| \rightarrow 0} \sum_{i=0}^{\# \mathcal{P}-1} A_{t_{i} t_{i+1}} \tag{5.13}
\end{equation*}
$$

along arbitrary partitions $\mathcal{P}=\left\{0=t_{0}<t_{1}<\ldots<t_{k}=t\right\}$ of $[0, t]$ with vanishing mesh $|\mathcal{P}|:=\max _{i=0, \ldots, k-1}\left|t_{i+1}-t_{i}\right| \rightarrow 0$ (we set $\# \mathcal{P}:=k$ ).

The Sewing Lemma is a cornerstone of the theory of Rough Paths, to be introduced in Chapter 7. We will already see in Chapter 6 an interesting application to Young integrals. The (instructive) proof of Theorem 5.8 is postponed to Section 5.6.

Remark 5.9. For a fixed partition $\mathcal{P}$ of $[0, t]$ we have, by $\delta I_{s t}=A_{s t}+R_{s t}$,

$$
I_{t}=\sum_{i=0}^{\# \mathcal{P}-1} A_{t_{i} t_{i+1}}+\sum_{i=0}^{\# \mathcal{P}-1} R_{t_{i} t_{i+1}}
$$

Therefore, (5.13) is equivalent to

$$
\lim _{|\mathcal{P}| \rightarrow 0} \sum_{i=0}^{\# \mathcal{P}-1} R_{t_{i} t_{i+1}}=0
$$

which is the reason why one wants the remainder $R$ to be small close to the diagonal. The information $R_{s t}=o(t-s)$ is not enough in general to obtain the existence of $(I, R)$, while the stronger estimate $\left|R_{s t}\right| \lesssim|t-s|^{\eta}$ is sufficient.

### 5.5. The Sewing Map

Given a coherent germ $A$, by Theorem 5.8 we can find an integral $I$ and a remainder $R$ which solve (5.5)-(5.6). We now look closer at the remainder $R$.

Lemma 5.10. In the setting of Theorem 5.8, the remainder $R$ is a function of $\delta A$ : given two coherent germs $A, A^{\prime}$ with $\delta A=\delta A^{\prime}$, the corresponding remainders $R, R^{\prime}$ coincide. Moreover, the map $\delta A \mapsto R$ is linear.

Proof. By Proposition 5.4 we have $\delta\left(R-R^{\prime}\right)=\delta\left(A^{\prime}-A\right)=0$, hence $R-R^{\prime}=\delta f$ for some $f \in C_{1}$ (see Remark 1.10). Both $\left|R_{s t}\right|$ and $\left|R_{s t}^{\prime}\right|$ are $o(|t-s|)$ by (5.6), hence $\left|f_{t}-f_{s}\right|=o(|t-s|)$. Then $f$ must be constant by Lemma 5.1 and therefore $R=R^{\prime}$. Linearity of the map $\delta A \mapsto R$ is easy.

Since $R$ is a function of $\delta A$, we introduce a specific notation for this map:

$$
R=-\Lambda(\delta A)
$$

where the minus sign is for later convenience.
Let us describe more precisely this map $\Lambda$. Throughout the following discussion, we fix arbitrarily $\eta \in(1, \infty)$.

- Domain. The map $\Lambda$ is defined on $\delta A$ for coherent germs $A$, see Definition 5.7. The domain of $\Lambda$ is then $C_{3}^{\eta} \cap \delta C_{2}$, where we denote by $\delta C_{2} \subseteq C_{3}$ the image of the space $C_{2}$ under the operator $\delta$ in (1.23).
- Codomain. The map $\Lambda$ sends $\delta A$ to $-R$, and we have $\left|R_{s t}\right| \lesssim|t-s|^{\eta}$, see (5.12). A natural choice of codomain for $\Lambda$ is then $C_{2}^{\eta}$.
- Characterization. In view of Proposition 5.4 and Lemma 5.2, the function $-R=\Lambda(\delta A)$ is characterized by the properties

$$
\delta(-R)=\delta A, \quad\left|R_{s t}\right|=o(t-s) .
$$

The second condition is already enforced by our choice $C_{2}^{\eta}$ of codomain for $\Lambda$, which yields $\left|R_{s t}\right| \lesssim|t-s|^{\eta}$ (with $\eta>1$ ). The first relation can be rewritten as $\delta(\Lambda(B))=B$ for all $B$ in the domain of $\Lambda$, that is $\delta \circ \Lambda$ is the identity map.
In conclusion, we have proved the following result.
Theorem 5.11. (SEWing Map) Let $\eta \in(1, \infty)$. There exists a unique map

$$
\Lambda: C_{3}^{\eta} \cap \delta C_{2} \longrightarrow C_{2}^{\eta}
$$

called the Sewing Map, such that $\delta \circ \Lambda=\mathrm{id}$ is the identity on $C_{3}^{\eta} \cap \delta C_{2}$.

- The map $\Lambda$ is linear and satisfies

$$
\begin{equation*}
\|\Lambda(B)\|_{\eta} \leqslant K_{\eta}\|B\|_{\eta} \quad \forall B \in C_{3}^{\eta} \cap \delta C_{2}, \tag{5.14}
\end{equation*}
$$

where $K_{\eta}$ is the same constant as in (5.12).

- Given a coherent germ $A \in C_{2}$, i.e. such that $\delta A \in C_{3}^{\eta}$, the unique solution $(I, R)$ of (5.5)-(5.6) is $R:=-\Lambda(\delta A)$ and $I_{t}:=A_{0 t}+R_{0 t}$.


### 5.6. Proof of the Sewing Lemma

We prove the Sewing Lemma, i.e. Theorem 5.8.
Proof. We fix a germ $A \in C_{2}$ with $\|\delta A\|_{\eta}<\infty$ for some $\eta>1$ (we do not require $A_{a b}=$ $o(b-a))$. Our goal is to build a function $I:[0, T] \rightarrow \mathbb{R}$ such that $\left|\delta I_{s t}-A_{s t}\right|=o(t-s)$. Uniqueness of $I$ follows by Lemma 5.2, while the bound (5.12) follows by the Sewing Bound (1.26) applied to $R_{s t}:=\delta I_{s t}-A_{s t}$ (note that $\delta R=-\delta A$, because $\delta \circ \delta=0$ ).

We fix $0 \leqslant s<t \leqslant T$. Given a partition $\mathcal{P}=\left\{s=t_{0}<t_{1}<\ldots<t_{m}=t\right\}$ of $[s, t]$, let us define $I_{\mathcal{P}}(A):=\sum_{i=0}^{m-1} A_{t_{i} t_{i+1}}$ as in (1.20). The following bound holds:

$$
\begin{equation*}
\left|I_{\mathcal{P}}(A)-A_{s t}\right| \leq C_{\eta}\|\delta A\|_{\eta}(t-s)^{\eta} \quad \text { with } \quad C_{\eta}:=\sum_{n \geq 1} \frac{2^{\eta}}{n^{\eta}}<\infty \tag{5.15}
\end{equation*}
$$

as we showed in the proof of Theorem 1.18, see (1.46), which applies to any function $A=\left(A_{s, t}\right)$. Similarly, if $\mathcal{Q} \supseteq \mathcal{P}$ is another partition of $[s, t]$,

$$
\begin{aligned}
\left|I_{\mathcal{Q}}(A)-I_{\mathcal{P}}(A)\right| & \leqslant \sum_{i=0}^{\# \mathcal{P}-1}\left|I_{\mathcal{Q} \cap\left[t_{i}, t_{i+1}\right]}(A)-A_{t_{i} t_{i+1}}\right| \\
& \leqslant C_{\eta}\|\delta A\|_{\eta} \sum_{i=0}^{\# \mathcal{P}-1}\left(t_{i+1}-t_{i}\right)^{\eta} \\
& \leqslant C_{\eta}\|\delta A\|_{\eta}|\mathcal{P}|^{\eta-1} \sum_{i=0}^{\# \mathcal{P}-1}\left(t_{i+1}-t_{i}\right) \\
& \leqslant C_{\eta}\|\delta A\|_{\eta} T|\mathcal{P}|^{\eta-1}
\end{aligned}
$$

where we recall that $|\mathcal{P}|:=\max _{i}\left(t_{i+1}-t_{i}\right)$. Finally, if $\mathcal{P}$ and $\mathcal{P}^{\prime}$ are arbitrary partitions, setting $\mathcal{Q}:=\mathcal{P} \cup \mathcal{P}^{\prime}$ and applying the triangle inequality yields

$$
\left|I_{\mathcal{P}^{\prime}}(A)-I_{\mathcal{P}}(A)\right| \leq C_{\eta}\|\delta A\|_{\eta} T\left(|\mathcal{P}|^{\eta-1}+\left|\mathcal{P}^{\prime}\right|^{\eta-1}\right) .
$$

This shows that the family $I_{\mathcal{P}}(A)$ is Cauchy as $|\mathcal{P}| \rightarrow 0$ (for every $\epsilon>0$ there exists $\delta_{\epsilon}>0$ such that $|\mathcal{P}|,\left|\mathcal{P}^{\prime}\right| \leq \delta_{\epsilon}$ implies $\left.\left|I_{\mathcal{P}^{\prime}}(A)-I_{\mathcal{P}}(A)\right| \leq \epsilon\right)$, hence it admits a limit as $|\mathcal{P}| \rightarrow 0$, that we call $J_{s t}$.

We now define $I_{t}:=J_{0 t}$. We claim that

$$
I_{t}-I_{s}=J_{s t} \quad \text { for all } \quad 0 \leq s<t \leq T .
$$

Indeed, if we consider partitions $\mathcal{P}^{\prime}$ on $[0, s]$ and $\mathcal{P}$ of $[s, t]$, then $\mathcal{P}^{\prime \prime}:=\mathcal{P} \cup \mathcal{P}^{\prime}$ is a partition of $[0, t]$ such that $I_{\mathcal{P}^{\prime \prime}}(A)-I_{\mathcal{P}^{\prime}}(A)=I_{\mathcal{P}}(A)$, and taking the limit of vanishing mesh we get $J_{0 t}-J_{0 s}=J_{s t}$, that is the claim.

Finally, taking the limit of relation (5.15), since $I_{\mathcal{P}}(A) \rightarrow J_{s t}=I_{t}-I_{s}$, we obtain our goal $\left|\delta I_{s t}-A_{s t}\right| \lesssim(t-s)^{\eta}=o(t-s)$. This completes the proof, since (5.13) holds by construction.

Remark 5.12. Taking the limit of (5.15) gives

$$
\left|R_{s t}\right| \leq C_{\eta}\|\delta A\|_{\eta}|t-s|^{\eta}, \quad R_{s t}:=\delta I_{s t}-A_{s t}, \quad 0 \leqslant s<t \leqslant T
$$

which is the bound (5.12) with $K_{\eta}$ replaced by the worse constant $C_{\eta}$. This is because the estimate (5.15) holds for arbitrary partitions.

## Chapter 6

## The Young integral

We can now come back to the problem that we discussed at the beginning of Chapter 5: given two continuous functions $X, Y:[0, T] \rightarrow \mathbb{R}$, how can we give a meaning to the integral $I_{t}=\int_{0}^{t} Y \mathrm{~d} X$ for $t \in[0, T]$ ?

A natural answer, recall (5.3), is to look for a function $I:[0, T] \rightarrow \mathbb{R}$ satisfying

$$
\begin{equation*}
I_{0}=0, \quad I_{t}-I_{s}=Y_{s}\left(X_{t}-X_{s}\right)+o(t-s), \quad 0 \leqslant s \leqslant t \leqslant T . \tag{6.1}
\end{equation*}
$$

As an application of the Sewing Lemma (Theorem 5.8), we can show that such a function $I$ exists (and is necessarily unique) when $X$ and $Y$ are Hölder functions of exponents $\alpha, \beta \in] 0,1]$ such that $\alpha+\beta>1$. This leads to the notion of Young integral, to which this chapter is devoted.

Going beyond this setting, in order to treat the case $\alpha+\beta \leq 1$, will require the notion of Rough Paths, that we discuss in Chapter 7.

### 6.1. Construction of the Young integral

As we did in Chapter 5, it is convenient to rewrite (6.1) as follows: we look for a function $I:[0, T] \rightarrow \mathbb{R}$ satisfying

$$
\begin{equation*}
I_{0}=0, \quad I_{t}-I_{s}=A_{s t}+R_{s t} \quad \text { with } \quad R_{s t}=o(t-s), \tag{6.2}
\end{equation*}
$$

where the germ $A:[0, T]_{\leqslant}^{2} \rightarrow \mathbb{R}$ is defined by

$$
\begin{equation*}
A_{s t}=Y_{s} \delta X_{s t}=Y_{s}\left(X_{t}-X_{s}\right) \tag{6.3}
\end{equation*}
$$

This is the framework of the Sewing Lemma, see Theorem 5.8, for which we need to fulfill the coherence condition (5.10), that is $\|\delta A\|_{\eta}<\infty$ for some $\eta>1$ (we use the norms introduced in (1.9)). Recalling that

$$
\delta A_{s u t}:=A_{s t}-A_{s u}-A_{u t}=-\delta Y_{s u} \delta X_{u t},
$$

see (1.32), we can write for any $\alpha, \beta \in] 0,1]$

$$
\begin{equation*}
\left|\delta A_{s u t}\right|=\left|Y_{u}-Y_{s}\right|\left|X_{t}-X_{u}\right| \quad \Longrightarrow \quad\|\delta A\|_{\alpha+\beta} \leqslant\|\delta X\|_{\alpha}\|\delta Y\|_{\beta} . \tag{6.4}
\end{equation*}
$$

As a consequence, it is natural to assume that $\|\delta X\|_{\alpha}<\infty$ and $\|\delta Y\|_{\beta}<\infty$ for $\alpha$, $\beta \in] 0,1]$ such that $\alpha+\beta>1$.

We can now give a consistent definition of the integral $I_{t}=\int_{0}^{t} Y \mathrm{~d} X$, known as Young integral, when $X$ and $Y$ are suitable Hölder functions.

Theorem 6.1. (Young integral) Fix $\alpha, \beta \in] 0,1]$ with $\alpha+\beta>1$. For every ( $X$, $Y) \in \mathcal{C}^{\alpha} \times \mathcal{C}^{\beta}$ there is a (necessarily unique) function $I:[0, T] \rightarrow \mathbb{R}$ which satisfies (6.1), i.e.

$$
\begin{equation*}
I_{0}=0, \quad I_{t}-I_{s}=Y_{s}\left(X_{t}-X_{s}\right)+o(t-s) . \tag{6.5}
\end{equation*}
$$

The functon $I$, called the Young integral, is also denoted by $I_{t}=: \int_{0}^{t} Y \mathrm{~d} X$.
The remainder $R_{s t}:=I_{t}-I_{s}-Y_{s}\left(X_{t}-X_{s}\right)$ satisfies the bound

$$
\begin{equation*}
\|R\|_{\alpha+\beta} \leq K_{\alpha+\beta}\|\delta X\|_{\alpha}\|\delta Y\|_{\beta}, \tag{6.6}
\end{equation*}
$$

where $K_{\eta}:=\left(1-2^{1-\eta}\right)^{-1}$, see (5.12). This yields $I \in \mathcal{C}^{\alpha}$, more precisely

$$
\begin{equation*}
\|\delta I\|_{\alpha} \leq\left(\|Y\|_{\infty}+K_{\alpha+\beta} T^{\beta}\|\delta Y\|_{\beta}\right)\|\delta X\|_{\alpha} . \tag{6.7}
\end{equation*}
$$

The Young integral $I=\left(I_{t}\right)_{t \in[0, T]}$, as a function of $(X, Y)$, is a continuous bilinear map I: $\mathcal{C}^{\alpha} \times \mathcal{C}^{\beta} \rightarrow \mathcal{C}^{\alpha}$.

Proof. Recalling (6.2)-(6.4), we have $\|\delta A\|_{\alpha+\beta} \leqslant\|\delta X\|_{\alpha}\|\delta Y\|_{\beta}<\infty$, that is $\delta A \in C_{3}^{\eta}$ with $\eta=\alpha+\beta>1$, where the spaces $C_{k}^{\eta}$ were defined in (1.10). By the Sewing Lemma, see Theorem 5.8, there exists a (unique) function $I$ which satisfies (5.11) and (5.12), hence (6.5) and (6.6) hold.

In order to prove (6.7), we note that

$$
\begin{aligned}
\|\delta I\|_{\alpha} & \leqslant\|A\|_{\alpha}+\|R\|_{\alpha} \leqslant\|Y\|_{\infty}\|\delta X\|_{\alpha}+T^{\beta}\|R\|_{\alpha+\beta} \\
& \leqslant\|Y\|_{\infty}\|\delta X\|_{\alpha}+T^{\beta} K_{\alpha+\beta}\|\delta X\|_{\alpha}\|\delta Y\|_{\beta} .
\end{aligned}
$$

Recalling Remark 1.4, in particular (1.15), this bound implies that $I$ is a continuous function of $(X, Y)$, as a map from $\mathcal{C}^{\alpha} \times \mathcal{C}^{\beta}$ to $\mathcal{C}^{\alpha}$.

We finally prove that the map $(X, Y) \mapsto I$ is bilinear: given $X, X^{\prime} \in \mathcal{C}^{\alpha}$ and a fixed $Y \in \mathcal{C}^{\beta}$, if $I$ satisfies (6.5) for $(X, Y)$ and $I^{\prime}$ satisfies (6.5) for $\left(X^{\prime}, Y\right)$, then for any $a, b \in \mathbb{R}$ the function $\hat{I}_{t}:=a I_{t}+b I_{t}^{\prime}$ satisfies (6.5) for $\left(\hat{X}:=a X+b X^{\prime}, Y\right)$. Linearity with respect to $Y$ is proved similarly.

Remark 6.2. The setting of Theorem 6.1 provides a natural example of a germ $A_{s t}:=Y_{s} \delta X_{s t}$ which is not in $C_{2}^{\eta}$ for any $\eta>1$ (excluding the trivial case when $Y \equiv 0$ on the intervals where $X$ is not constant, hence $A \equiv 0$ ), but it satisfies $\delta A \in C_{3}^{\eta}$ with $\eta=\alpha+\beta>1$.

Remark 6.3. (Beyond Young) It is natural to wonder what happens in Theorem 6.1 for $(X, Y) \in \mathcal{C}^{\alpha} \times \mathcal{C}^{\beta}$ with $\alpha+\beta \leq 1$. In this case, there might be no solution to (5.5)-(5.6), because the necessary condition (5.9) in Lemma 5.5 can fail. For a simple example, consider $X_{t}=t^{\alpha}$ and $Y_{t}=t^{\beta}$ for $t \in[0, T]$ and note that for $s=0$ and $u=\frac{t}{2}$ we have by (1.32)

$$
\begin{equation*}
\left|\delta A_{\text {sut }}\right|=\left|\delta A_{0 \frac{t}{2} t}\right|=\left|\delta Y_{0 \frac{t}{2}}\right|\left|\delta X_{\frac{t}{2} t}\right|=\left(\frac{t}{2}\right)^{\beta}\left(t^{\alpha}-\left(\frac{t}{2}\right)^{\alpha}\right) \gtrsim t^{\alpha+\beta} \tag{6.8}
\end{equation*}
$$

which is not $o(t-s)=o(t)$ when $\alpha+\beta \leq 1$.

In order to define a notion of integral $I_{t}=\int_{0}^{t} Y_{s} \mathrm{~d} X_{s}$ when $(X, Y) \in \mathcal{C}^{\alpha} \times \mathcal{C}^{\beta}$ with $\alpha+\beta \leq 1$, we need to relax condition (5.3), see Definition 7.1 below. This will lead to the notion of Rough Paths, described in Chapter 7.

### 6.2. Integral formulation of Young equations

In this section we explain why we call (2.4) a Young equation. In fact, we can interpret the finite difference equation (2.4) as an integral equation, using the Young integral of section 6.1.

Proposition 6.4. Let $Z \in \mathcal{C}^{\alpha}\left([0, T] ; \mathbb{R}^{k}\right)$ with $\alpha>\frac{1}{2}$. Then $Z$ satisfies (2.4) if and only if

$$
\begin{equation*}
Z_{t}=Z_{0}+\int_{0}^{t} \sigma\left(Z_{s}\right) \mathrm{d} X_{s}, \quad t \in[0, T], \tag{6.9}
\end{equation*}
$$

where the integral is in the Young sense.
Proof. We consider the germ $A_{s t}:=\sigma\left(Z_{s}\right) \delta X_{s t}, 0 \leqslant s \leqslant t \leqslant T$. By (6.4)

$$
\left|\delta A_{s u t}\right|=\left|\sigma\left(Z_{u}\right)-\sigma\left(Z_{s}\right)\left\|X_{t}-X_{u} \mid \quad \Longrightarrow \quad\right\| \delta A\left\|_{2 \alpha} \leqslant\right\| \nabla \sigma\left\|_{\infty}\right\| \delta X\left\|_{\alpha}\right\| \delta Z \|_{\alpha}\right.
$$

Therefore we obtain that (2.4) is equivalent to (6.5) above.
In the case $\alpha \in\left(\frac{1}{3}, \frac{1}{2}\right]$, this argument does not work and the Young integral is not adapted, since the germ $A_{s t}:=\sigma\left(Z_{s}\right) \delta X_{s t}$ has the property $\delta A \in C_{3}^{2 \alpha}$ with $2 \alpha \leqslant 1$, so that the Sewing Lemma can not be applied. However the equation (3.19) suggests another germ:

$$
A_{s t}:=\sigma\left(Z_{s}\right) \mathbb{X}_{s t}^{1}+\sigma_{2}\left(Z_{s}\right) \mathbb{X}_{s t}^{2}, \quad 0 \leqslant s \leqslant t \leqslant T
$$

Note that $A=\delta Z-Z^{[3]}$, in the notation (3.19). Then by (3.27) we know that $\delta A \in C_{3}^{3 \alpha}$. Therefore we can interpret the formula

$$
\delta Z=A-\Lambda(\delta A)
$$

as

$$
Z_{t}=Z_{0}+\int_{0}^{t} \sigma\left(Z_{s}\right) \mathrm{d} \mathbb{X}_{s}, \quad 0 \leqslant t \leqslant T
$$

which for the moment is only a notation that will be made more precise in chapter 9 .

### 6.3. LOCAL EXISTENCE VIA CONTRACTION

As an application of the estimates on the Young integral of Theorem 6.1, we want to give a local existence result for equation (2.4) which does not rely on compactness and which can be therefore used also in infinite dimension.

Let $Z_{0} \in \mathbb{R}^{k}$ and $X \in \mathcal{C}^{\alpha}\left([0, T] ; \mathbb{R}^{d}\right)$ be given, $\sigma: \mathbb{R}^{k} \rightarrow \mathbb{R}^{d} \otimes\left(\mathbb{R}^{d}\right)^{*}$ smooth and the unknown $Z:[0, T] \rightarrow \mathbb{R}^{k}$ is such that $\sigma(Z) \in \mathcal{C}^{\alpha}$ and $2 \alpha>1$, so that the right-hand side of (6.9) can be interpreted as a Young integral. We want now to show the following

Theorem 6.5. (Contraction for Young differential equations) Let $\sigma$ : $\mathbb{R}^{k} \rightarrow \mathbb{R}^{k} \otimes\left(\mathbb{R}^{d}\right)^{*}$ be of class $C^{2}$ with $\nabla \sigma$ and $\nabla^{2} \sigma$ bounded. Let $\left.\left.\alpha \in\right] \frac{1}{2}, 1\right]$ and $X \in \mathcal{C}^{\alpha}\left([0, T] ; \mathbb{R}^{d}\right)$ fixed. It $T>0$ is small enough, then for any $Z_{0} \in \mathbb{R}$ there exists a unique $Z \in \mathcal{C}^{\alpha}\left([0, T] ; \mathbb{R}^{k}\right)$ which satisfies (6.9).

Proof. For all $f \in \mathcal{C}^{\alpha}\left([0, T] ; \mathbb{R}^{k}\right)$ we have

$$
\left|\sigma\left(f_{t}\right)-\sigma\left(f_{s}\right)\right| \leqslant\|\nabla \sigma\|_{\infty}\left|f_{t}-f_{s}\right|
$$

so that

$$
\|\delta \sigma(f)\|_{\alpha} \leqslant\|\nabla \sigma\|_{\infty}\|\delta f\|_{\alpha} .
$$

By (6.7) with $\alpha=\beta$ we obtain for all $f \in \mathcal{C}^{\alpha}$ satisfying (6.9)

$$
\|\delta f\|_{\alpha} \leqslant\left(\left|\sigma\left(f_{0}\right)\right|+\left(1+K_{2 \alpha}\right) T^{\alpha}\|\nabla \sigma\|_{\infty}\|\delta f\|_{\alpha}\right)\|\delta X\|_{\alpha}
$$

since

$$
\|\sigma(f)\|_{\infty} \leqslant\left|\sigma\left(f_{0}\right)\right|+T^{\alpha}\|\delta \sigma(f)\|_{\alpha}
$$

Therefore, if $T$ satisfies

$$
T^{\alpha} \leqslant \frac{1}{2} \frac{1}{\left(1+K_{2 \alpha}\right)\|\nabla \sigma\|_{\infty}\|\delta X\|_{\alpha}}
$$

then we have the following a priori estimate on solutions to (6.9)

$$
\|\delta Z\|_{\alpha} \leqslant 2\left|\sigma\left(Z_{0}\right)\right|\|\delta X\|_{\alpha} .
$$

We fix such $T$ and we set $\mathcal{C}^{\alpha}\left(Z_{0}\right):=\left\{f \in \mathcal{C}^{\alpha}: f_{0}=Z_{0},\|\delta f\|_{\alpha} \leqslant 2\left|\sigma\left(Z_{0}\right)\right|\|\delta X\|_{\alpha}\right\}$. Then we define $\Lambda: \mathcal{C}^{\alpha} \rightarrow \mathcal{C}^{\alpha}$ given by

$$
\Lambda(f):=h, \quad h_{t}:=Z_{0}+\int_{0}^{t} \sigma\left(f_{s}\right) \mathrm{d} X_{s}, \quad t \in[0, T] .
$$

It is easy to see, arguing as above, that $\Lambda$ acts on $\mathcal{C}^{\alpha}\left(Z_{0}\right)$, namely $\Lambda: \mathcal{C}^{\alpha}\left(Z_{0}\right) \rightarrow \mathcal{C}^{\alpha}\left(Z_{0}\right)$. Note that the map $\mathcal{C}^{\alpha}\left(Z_{0}\right) \times \mathcal{C}^{\alpha}\left(Z_{0}\right) \ni(a, b) \mapsto\|\delta a-\delta b\|_{\alpha}$ defines a distance on $\mathcal{C}^{\alpha}\left(Z_{0}\right)$ which induces the same topology as $\|\cdot\|_{\mathcal{C}^{\alpha}}$. We want to show that $\Lambda$ is a contraction for this distance if $T$ is small enough. By (6.7) we have for $\alpha=\beta$

$$
\begin{aligned}
\|\delta \Lambda(a)-\delta \Lambda(b)\|_{\alpha} & \leqslant\left(\|\sigma(a)-\sigma(b)\|_{\infty}+K_{2 \alpha} T^{\alpha}\|\delta \sigma(a)-\delta \sigma(b)\|_{\alpha}\right)\|\delta X\|_{\alpha} . \\
& \leqslant T^{\alpha}\left(1+K_{2 \alpha}\right)\|\delta X\|_{\alpha}\|\delta \sigma(a)-\delta \sigma(b)\|_{\alpha} .
\end{aligned}
$$

We now need to estimate $\|\delta \sigma(a)-\delta \sigma(b)\|_{\alpha}$. By Lemma 2.8

$$
\|\delta \sigma(a)-\delta \sigma(b)\|_{\alpha} \leqslant\|\nabla \sigma\|_{\infty}\|\delta a-\delta b\|_{\alpha}+\left\|\nabla^{2} \sigma\right\|_{\infty}\left(\|\delta a\|_{\alpha}+\|\delta b\|_{\alpha}\right)\|a-b\|_{\infty} .
$$

Since, as usual, $\|a-b\|_{\infty} \leqslant T^{\alpha}\|\delta a-\delta b\|_{\alpha}$, we obtain

$$
\begin{equation*}
\|\delta \sigma(a)-\delta \sigma(b)\|_{\alpha} \leqslant\left(\|\nabla \sigma\|_{\infty}+T^{\alpha}\left\|\nabla^{2} \sigma\right\|_{\infty}\left(\|\delta a\|_{\alpha}+\|\delta b\|_{\alpha}\right)\right)\|\delta a-\delta b\|_{\alpha} . \tag{6.10}
\end{equation*}
$$

Therefore, for all $a, b \in \mathcal{C}^{\alpha}\left(Z_{0}\right)$

$$
\|\delta \Lambda(a)-\delta \Lambda(b)\|_{\alpha} \leqslant C_{T}\|\delta a-\delta b\|_{\alpha},
$$

where $C_{T}:=T^{\alpha}\left(1+K_{2 \alpha}\right)\|\delta X\|_{\alpha}\left(\|\nabla \sigma\|_{\infty}+T^{\alpha}\left\|\nabla^{2} \sigma\right\|_{\infty} 4\left|\sigma\left(Z_{0}\right)\right|\|\delta X\|_{\alpha}\right)$. It is now enough to consider $T$ small enough so that $C_{T}<1$.

### 6.4. Properties of the Young integral

The Young integral $\int_{0}^{t} Y \mathrm{~d} X$, defined in Theorem 6.1, shares many properties with the classical Riemann-Lebesgue integral, that we now discuss.

A elementary but useful observation is that $\int_{0}^{t} Y \mathrm{~d} X$ is a linear function of $Y$ (for fixed $X$ ) and a linear function of $X$ (for fixed $Y$ ), by bilinearity.

For an interval $[s, t] \subset[0, T]$ we will use the notation

$$
I_{t}-I_{s}=: \int_{s}^{t} Y \mathrm{~d} X
$$

If the integrand $Y_{u}=c$ is constant for all $u \in[s, t]$, then $\int_{s}^{t} Y \mathrm{~d} X=c\left(X_{t}-X_{s}\right)$, which follows directly from (6.5). As a corollary, we obtain the following useful formula for the remainder.

Lemma 6.6. Let $(X, Y) \in \mathcal{C}^{\alpha} \times \mathcal{C}^{\beta}$ for $\left.\left.\alpha, \beta \in\right] 0,1\right]$ with $\alpha+\beta>1$ and let $I_{t}:=\int_{0}^{t} Y_{u} \mathrm{~d} X_{u}$ be the Young integral, see Theorem 6.1. Then the remainder

$$
R_{s t}:=I_{t}-I_{s}-Y_{s}\left(X_{t}-X_{s}\right), \quad 0 \leqslant s \leqslant t \leqslant T,
$$

admits the explicit formula

$$
\begin{equation*}
R_{s t}=\int_{s}^{t}\left(Y_{u}-Y_{s}\right) \mathrm{d} X_{u}, \quad 0 \leqslant s \leqslant t \leqslant T \tag{6.11}
\end{equation*}
$$

where the right hand side is a Young integral.
Proof. By linearity and the basic property mentioned above, we obtain

$$
\int_{s}^{t}\left(Y_{u}-Y_{s}\right) \mathrm{d} X_{u}=\int_{s}^{t} Y_{u} \mathrm{~d} X_{u}-\int_{s}^{t} Y_{s} \mathrm{~d} X_{u}=I_{t}-I_{s}-Y_{s}\left(X_{t}-X_{s}\right)=R_{s t} .
$$

An important property is integration by parts, which follows by the uniqueness of the solution for the problem (5.5)-(5.6), recall Lemma 5.2.

Proposition 6.7. (Integration by parts) Fix $\alpha, \beta \in] 0,1]$ with $\alpha+\beta>1$. For all $(X, Y) \in \mathcal{C}^{\alpha} \times \mathcal{C}^{\beta}$ the Young integral satisfies

$$
\begin{equation*}
\int_{0}^{t} X \mathrm{~d} Y+\int_{0}^{t} Y \mathrm{~d} X=X_{t} Y_{t}-X_{0} Y_{0} \tag{6.12}
\end{equation*}
$$

Proof. Let us set $I_{t}^{\prime}:=\int_{0}^{t} X \mathrm{~d} Y+\int_{0}^{t} Y \mathrm{~d} X$. By the property (6.5) we have

$$
I_{t}^{\prime}-I_{s}^{\prime}=\underbrace{Y_{s}\left(X_{t}-X_{s}\right)+X_{s}\left(Y_{t}-Y_{s}\right)}_{A_{s t}}+o(t-s) .
$$

Next we set $I_{t}^{\prime \prime}:=X_{t} Y_{t}-X_{0} Y_{0}$ and note that, by direct computation,

$$
I_{t}^{\prime \prime}-I_{s}^{\prime \prime}=\underbrace{Y_{s}\left(X_{t}-X_{s}\right)+X_{s}\left(Y_{t}-Y_{s}\right)}_{A_{s t}}+\underbrace{\left(X_{t}-X_{s}\right)\left(Y_{t}-Y_{s}\right)}_{R_{s t}},
$$

where $\left|R_{s t}\right| \leqslant\|\delta X\|_{\alpha}\|\delta Y\|_{\beta}|t-s|^{\alpha+\beta}=o(t-s)$. By Lemma 5.2, for any germ $A$, there can be at most one function $I$ which satisfies $\delta I_{s t}=A_{s t}+o(t-s)(5.5)-(5.6)$, hence $I^{\prime}=I^{\prime \prime}$.

We next discuss the chain rule.
Proposition 6.8. (Chain Rule) Let $X \in \mathcal{C}^{\alpha}$ with $\left.\left.\alpha \in\right] \frac{1}{2}, 1\right]$. Let $\varphi: \mathbb{R} \rightarrow \mathbb{R}$ be differentiable with $\varphi^{\prime} \in \mathcal{C}^{\gamma}(\mathbb{R})$, for $\left.\left.\gamma \in\right] 0,1\right]$ such that $\gamma>1 /(1+\alpha)$ (a sufficient condition is that $\left.\varphi \in C^{2}\right)$. Then $\varphi^{\prime}(X)=\varphi^{\prime} \circ X \in \mathcal{C}^{\alpha \gamma}$ and

$$
\begin{equation*}
\varphi\left(X_{t}\right)-\varphi\left(X_{0}\right)=\int_{0}^{t} \varphi^{\prime}(X) \mathrm{d} X \tag{6.13}
\end{equation*}
$$

where the right hand side is a Young integral.
Proof. It is easy to see that $\varphi^{\prime}(X) \in \mathcal{C}^{\alpha \gamma}$, which implies that $\int_{0}^{t} \varphi^{\prime}(X) \mathrm{d} X$ is welldefined as a Young integral, since $\alpha+\alpha \gamma>1$. By definition (6.5) of the Young integral, proving (6.13) amounts to showing that

$$
\left|\varphi\left(X_{t}\right)-\varphi\left(X_{s}\right)-\varphi^{\prime}\left(X_{s}\right)\left(X_{t}-X_{s}\right)\right| \lesssim|t-s|^{\alpha+\alpha \gamma}
$$

By the classical Lagrange theorem, if say $X_{t}>X_{s}$, then

$$
\varphi\left(X_{t}\right)-\varphi\left(X_{s}\right)-\varphi^{\prime}\left(X_{s}\right)\left(X_{t}-X_{s}\right)=\left(\varphi^{\prime}(\xi)-\varphi^{\prime}\left(X_{s}\right)\right)\left(X_{t}-X_{s}\right)
$$

with $\xi \in] X_{s}, X_{t}\left[\right.$. Since $\varphi^{\prime} \in \mathcal{C}^{\gamma}$ and $X \in \mathcal{C}^{\alpha}$, it follows that

$$
\left|\varphi\left(X_{t}\right)-\varphi\left(X_{s}\right)-\varphi^{\prime}\left(X_{s}\right)\left(X_{t}-X_{s}\right)\right| \lesssim\left|X_{t}-X_{s}\right|^{\gamma+1} \lesssim|t-s|^{\alpha+\alpha \gamma}
$$

which completes the proof.
More generally, we have
Corollary 6.9. In the same setting of Proposition 6.8, for all $s \leqslant t$

$$
\begin{equation*}
\varphi\left(X_{t}\right)-\varphi\left(X_{s}\right)=\varphi^{\prime}\left(X_{s}\right)\left(X_{t}-X_{s}\right)+\int_{s}^{t}\left(\varphi^{\prime}\left(X_{r}\right)-\varphi^{\prime}\left(X_{s}\right)\right) \mathrm{d} X_{r} \tag{6.14}
\end{equation*}
$$

Proof. It is enough to note that, by (6.13),

$$
\begin{aligned}
\varphi\left(X_{t}\right)-\varphi\left(X_{s}\right) & =\int_{s}^{t} \varphi^{\prime}\left(X_{r}\right) \mathrm{d} X_{r} \\
& =\varphi^{\prime}\left(X_{s}\right)\left(X_{t}-X_{s}\right)+\int_{s}^{t}\left(\varphi^{\prime}\left(X_{r}\right)-\varphi^{\prime}\left(X_{s}\right)\right) \mathrm{d} X_{r}
\end{aligned}
$$

where all integrals are in the Young sense.
In particular, for $X \in \mathcal{C}^{\alpha}$ with $\alpha>\frac{1}{2}$, we have

$$
\begin{equation*}
\frac{X_{t}^{2}}{2}-\frac{X_{s}^{2}}{2}=X_{s}\left(X_{t}-X_{s}\right)+\int_{s}^{t}\left(X_{r}-X_{s}\right) \mathrm{d} X_{r} \tag{6.15}
\end{equation*}
$$

which can be rewritten as follows:

$$
\begin{equation*}
\int_{s}^{t}\left(X_{r}-X_{s}\right) \mathrm{d} X_{r}=\frac{X_{t}^{2}}{2}-\frac{X_{s}^{2}}{2}-X_{s}\left(X_{t}-X_{s}\right)=\frac{\left(X_{t}-X_{s}\right)^{2}}{2} \tag{6.16}
\end{equation*}
$$

### 6.5. More on Hölder spaces

We discuss further properties of the Hölder spaces $\mathcal{C}^{\alpha}$ for $\alpha \in(0,1)$ (excluding the case $\alpha=1$ of Lipschitz functions). These will be useful in the next Section 6.6, when we discuss the uniqueness of the Young integral.

Let us denote by $C^{\infty}$ the space of infinitely differentiable functions. We note that $C^{\infty} \subset \mathcal{C}^{\alpha}$ for every $\alpha \in(0,1)$, but $C^{\infty}$ is not dense in $\mathcal{C}^{\alpha}$.

Theorem 6.10. For any $\alpha \in(0,1)$, the closure of $C^{\infty}$ in $\mathcal{C}^{\alpha}$ is the subset $\mathcal{C}_{0}^{\alpha}$ defined by

$$
\mathcal{C}_{0}^{\alpha}:=\{f:[0, T] \rightarrow \mathbb{R}: \quad|f(t)-f(s)|=o(t-s) \text { uniformly as }|t-s| \rightarrow 0\} .
$$

Remark 6.11. Note that $f \in \mathcal{C}_{0}^{\alpha}$ if and only if

$$
\begin{equation*}
\forall \epsilon>0 \quad \exists \delta_{\epsilon}>0: \quad|f(t)-f(s)| \leq \epsilon|t-s|^{\alpha} \quad \text { for }|t-s| \leq \delta_{\epsilon} \tag{6.17}
\end{equation*}
$$

which implies (exercise) that $C^{1} \subset \mathcal{C}_{0}^{\alpha} \subset \mathcal{C}^{\alpha}$ for $\alpha \in(0,1)$. It follows that the closure of $C^{1}$ in $\mathcal{C}^{\alpha}$ is again $\mathcal{C}_{0}^{\alpha}$, simply because $C^{\infty} \subset C^{1} \subset \mathcal{C}_{0}^{\alpha}$.

Exercise 6.1. Prove that $C^{1} \subset \mathcal{C}_{0}^{\alpha}$ and $\mathcal{C}_{0}^{\alpha} \subset \mathcal{C}^{\alpha}$ for $\alpha \in(0,1)$ (inclusions are strict).
We stress that the subset $\mathcal{C}_{0}^{\alpha}$ is strictly included in $\mathcal{C}^{\alpha}$, but what is left out is not so large, in the following sense.

Exercise 6.2. Prove that $\mathcal{C}^{\alpha^{\prime}} \subset \mathcal{C}_{0}^{\alpha}$ for $0<\alpha<\alpha^{\prime}<1$ (the inclusion is strict).
The proof of Theorem 6.10, which we defer to Section 6.7, is based on the following classical approximation result (also proved in Section 6.7).

Lemma 6.12. For any continuous $f:[0, T] \rightarrow \mathbb{R}$ there is a sequence $f_{n} \in C^{\infty}$ such that $\left\|f_{n}-f\right\|_{\infty} \rightarrow 0$. One can take $f_{n}$ with the same modulus of continuity as $f$, in the following sense: given an arbitrary function $h(\cdot)$,

$$
\begin{array}{clc} 
& \text { if } \quad|f(t)-f(s)| \leq h(t-s) & \forall s, t \in[0, T], \\
\text { then } & \left|f_{n}(t)-f_{n}(s)\right| \leq h(t-s) \quad \forall s, t \in[0, T], \quad \forall n \in \mathbb{N} . \tag{6.18}
\end{array}
$$

It follows that $\left\|\delta f_{n}\right\|_{\alpha} \leq\|\delta f\|_{\alpha}$ for all $n \in \mathbb{N}$ and $\alpha \in(0,1)$.
Remark 6.13. Lemma 6.12 holds with no change for functions $f:[0, T] \rightarrow R$, where $R$ is an arbitrary Banach space. One only needs a notion of integral $\int_{0}^{T} f_{s} \mathrm{~d} s$ when $f$ is continuous, and for this one can take the Riemann integral, i.e. the limit of Riemann sums $\sum_{i} f\left(t_{i}\right)\left(t_{i+1}-t_{i}\right)$ along partitions $\left(t_{i}\right)$ of $[0, T]$ with vanishing mesh $\max _{i}\left|t_{i+1}-t_{i}\right| \rightarrow 0$ (one can check that such Riemann sums form a Cauchy family). This integral satisfies the key usual properties: $f \mapsto \int_{0}^{T} f_{s} \mathrm{~d} s$ is linear, $\left|\int_{0}^{T} f_{s} \mathrm{~d} s\right| \leq$ $\int_{0}^{T}\left|f_{s}\right| \mathrm{d} s$ and $\int_{0}^{T} f_{s}^{\prime} \mathrm{d} s=f_{T}-f_{0}$.

### 6.6. Uniqueness of the Young integral

Throughout this section we denote by $I_{t}^{\text {Young }}$ the Young integral $I_{t}=\int_{0}^{t} Y \mathrm{~d} X$ built in Theorem 6.1. We want to compare it with the classical integral

$$
I_{t}^{\text {classical }}:=\int_{0}^{t} Y_{u} \dot{X}_{u} \mathrm{~d} u
$$

which is defined for continuous $Y$ and continuously differentiable $X \in C^{1}$.
We remarked in (5.2)-(5.3) that $I_{t}^{\text {classical }}$ satisfies property (6.5), therefore $I_{t}^{\text {classical }}$ coincides with $I_{t}^{\text {Young }}$ when $(X, Y) \in C^{1} \times \mathcal{C}^{\beta}$, for any $\left.\left.\beta \in\right] 0,1\right]$. In other terms, the Young integral is an extension of the classical integral.

We can be more precise: by Theorem 6.1, for $\alpha, \beta \in] 0,1]$ with $\alpha+\beta>1$, the Young integral $I^{\text {Young }}=\left(I_{t}^{\text {Young }}\right)_{t \in[0, T]}$ is a continuous bilinear map from $\mathcal{C}^{\alpha} \times \mathcal{C}^{\beta}$ to $\mathcal{C}^{\alpha}$. This means that $I^{\text {Young }}$ is a continuous extension of the classical integral $I^{\text {classical }}$ defined on $C^{1} \times \mathcal{C}^{\beta}$. It would be tempting to state that it is the unique continuous extension, but this is not true, because $C^{1} \subset \mathcal{C}^{\alpha}$ is not dense in $\mathcal{C}^{a}$ (see Theorem 6.10 and Remark 6.11).

Interestingly, it is possible to characterize the Young integral as the unique continuous extension of $I^{\text {classical }}$, if we let the exponent $\alpha$ vary. Given $\left.\bar{\alpha} \in\right] 0,1[$, we define the space

$$
\mathcal{C}^{>\bar{\alpha}}:=\bigcup_{\alpha \in\rfloor \bar{\alpha}, 1]} \mathcal{C}^{\alpha}
$$

and we agree that $f_{n} \rightarrow f$ in $\mathcal{C}^{>\bar{\alpha}}$ if and only if $f_{n} \rightarrow f$ in $\mathcal{C}^{\alpha}$ for some $\alpha>\bar{\alpha}$. The basic observation is that $C^{1}$ is dense in $\mathcal{C}^{>\bar{\alpha}}$ : for any $f \in \mathcal{C}^{>\bar{\alpha}}$ we can find a sequence $f_{n} \in C^{1}$ such that $f_{n} \rightarrow f$ in $\mathcal{C}^{>\bar{\alpha}}$. 6.1

If we fix $\bar{\alpha}=1-\beta$, for $\beta \in] 0,1]$, the Young integral $I^{\text {Young }}=\left(I_{t}^{\text {Young }}\right)_{t \in[0, T]}$ is a continuous map from $\mathcal{C}^{>(1-\beta)} \times \mathcal{C}^{\beta}$ to $\mathcal{C}^{>(1-\beta)}$, by Theorem 6.1.

These observations yield immediately the following result.
Proposition 6.14. (Characterization of the Young integral, I) Fix any $\beta \in] 0,1]$. The Young integral $I^{\text {Young }}=\left(I_{t}^{\text {Young }}\right)_{t \in[0, T]}$, viewed as a map from $\mathcal{C}^{>(1-\beta)} \times$ $\mathcal{C}^{\beta}$ to $\mathcal{C}^{>(1-\beta)}$, is the unique continuous extension of the classical integral $I^{\text {classical }}=$ $\left(I_{t}^{\text {classical }}\right)_{t \in[0, T]}$ defined on $C^{1} \times \mathcal{C}^{\beta}$.

Explicitly, $I^{\text {Young }}$ is the unique map $I: \mathcal{C}^{>(1-\beta)} \times \mathcal{C}^{\beta} \rightarrow \mathcal{C}^{>(1-\beta)}$ such that:

- $I_{t}=I_{t}^{\text {classical }}=\int_{0}^{t} Y_{u} \dot{X}_{u} \mathrm{~d} u$ for $X \in C^{1}$;
- if $\left(X_{n}, Y_{n}\right) \rightarrow(X, Y)$ in $\mathcal{C}^{\alpha} \times \mathcal{C}^{\beta}$, for some $\alpha>1-\beta$, then we have the convergence $I\left(X_{n}, Y_{n}\right) \rightarrow I(X, Y)$ in $\mathcal{C}^{\alpha^{\prime}}$ for some $\alpha^{\prime}>1-\beta$.

Alternatively, we can characterize the Young integral as the unique continuous extension of the classical integral on $\mathcal{C}^{\alpha} \times \mathcal{C}^{\beta}$ for fixed $\alpha$, provided we consider a weaker notion of convergence on $\mathcal{C}^{\alpha}$.
6.1. If $f \in \mathcal{C}^{\alpha}$ with $\alpha>\bar{\alpha}$, by Exercise 6.2 we have $f \in \mathcal{C}_{0}^{\alpha^{\prime}}$ for any $\left.\alpha^{\prime} \in\right] \bar{\alpha}, \alpha[$, then by Theorem 6.10 we can find $f_{n} \in C^{\infty}$ such that $f_{n} \rightarrow f$ in $\mathcal{C}^{\alpha^{\prime}}$, hence $f_{n} \rightarrow f$ in $\mathcal{C}^{>\bar{\alpha}}$.

Definition 6.15. Fix $\alpha \in] 0,1]$. Given $f_{n}, f:[0, T] \rightarrow \mathbb{R}$, with $n \in \mathbb{N}$, we write

$$
\begin{equation*}
f_{n} \rightsquigarrow_{\alpha} f \quad \Longleftrightarrow \quad\left\|f_{n}-f\right\|_{\infty} \rightarrow 0 \quad \text { and } \quad \sup _{n \in \mathbb{N}}\left\|\delta f_{n}\right\|_{\alpha}<\infty . \tag{6.19}
\end{equation*}
$$

In other terms, $f_{n} \rightsquigarrow_{\alpha} f$ if and only if $f_{n} \rightarrow f$ in the sup-norm and, moreover, the sequence $f_{n}$ is bounded in $\mathcal{C}^{\alpha}$.

We leave it as an exercise to check some basic properties.
Exercise 6.3. Fix $\alpha \in] 0,1]$ and let $f_{n}, f:[0, T] \rightarrow \mathbb{R}$, with $n \in \mathbb{N}$. Prove the following.

1. If $f_{n} \rightsquigarrow{ }_{\alpha} f$, then $f \in \mathcal{C}^{\alpha}$; more precisely $\|\delta f\|_{\alpha} \leq \sup _{n \in \mathbb{N}}\left\|\delta f_{n}\right\|_{\alpha}<\infty$.
2. If $f_{n} \rightsquigarrow_{\alpha} f$, then $f_{n} \rightarrow f$ in $\mathcal{C}^{\alpha^{\prime}}$ for any $\alpha^{\prime}<\alpha$, but not necessarily $f_{n} \rightarrow f$ in $\mathcal{C}^{\alpha}$.
3. If $f_{n} \rightsquigarrow{ }_{\alpha} f$ and $\varphi: \mathbb{R} \rightarrow \mathbb{R}$ is Lipschitz, then $\varphi\left(f_{n}\right) \rightsquigarrow{ }_{\alpha} \varphi(f)$.
4. In the definition (6.19) of $f_{n} \rightsquigarrow_{\alpha} f$, the uniform convergence $\left\|f_{n}-f\right\|_{\infty} \rightarrow 0$ can be replaced by pointwise convergence: $f_{n}(t) \rightarrow f(t)$ for every $t \in[0, T]$.
We can now provide the following characterization of the Young integral.
Theorem 6.16. (Characterization of the Young integral, II) Fix $\alpha$, $\beta \in] 0,1]$ with $\alpha+\beta>1$. The Young integral $I^{\text {Young }}=\left(I_{t}^{\text {Young }}\right)_{t \in[0, T]}$ is the unique map $I: \mathcal{C}^{\alpha} \times \mathcal{C}^{\beta} \rightarrow \mathcal{C}^{\alpha}$ such that:
5. $I_{t}=I_{t}^{\text {classical }}=\int_{0}^{t} Y_{u} \dot{X}_{u} \mathrm{~d} u$ for $X \in C^{1}$;
6. if $X_{n} \rightsquigarrow_{\alpha} X$ and $Y_{n} \rightsquigarrow_{\beta} Y$, we have $I\left(X_{n}, Y_{n}\right) \rightsquigarrow_{\alpha} I(X, Y)$.

Proof. We already know that the Young integral $I^{\text {Young }}$ satisfies property 1. Let us show that it also satisfies property 2: given $X_{n} \rightsquigarrow_{\alpha} X$ and $Y_{n} \rightsquigarrow{ }_{\beta} Y$, we need to prove that

$$
\begin{equation*}
I^{\text {Young }}\left(X_{n}, Y_{n}\right) \rightsquigarrow_{\alpha} I^{\text {Young }}(X, Y) \tag{6.20}
\end{equation*}
$$

Let us fix $\alpha^{\prime}<\alpha, \beta^{\prime}<\beta$ such that we still have $\alpha^{\prime}+\beta^{\prime}>1$. We know by Exercise 6.3 that $X_{n} \rightarrow X$ in $\mathcal{C}^{\alpha^{\prime}}$ and $Y_{n} \rightarrow Y$ in $\mathcal{C}^{\beta^{\prime}}$. Since the Young integral is a continuous bilinear operator $I^{\text {Young: }} \mathcal{C}^{\alpha^{\prime}} \times \mathcal{C}^{\beta^{\prime}} \rightarrow \mathcal{C}^{\beta^{\prime}}$, we have the convergence $I^{\text {Young }}\left(X_{n}, Y_{n}\right) \rightarrow$ $I^{\text {Young }}(X, Y)$ in $\mathcal{C}^{\alpha^{\prime}}$, which implies

$$
\left\|I^{\text {Young }}\left(X_{n}, Y_{n}\right)-I^{\text {Young }}(X, Y)\right\|_{\infty} \rightarrow 0
$$

To prove (6.20), it remains to observe that, by (6.7),

$$
\sup _{n}\left\|I^{\text {Young }}\left(X_{n}, Y_{n}\right)\right\|_{\alpha} \leqslant \sup _{n}\left(\left\|Y_{n}\right\|_{\infty}+K_{\alpha+\beta} T^{\alpha}\left\|\delta Y_{n}\right\|_{\beta}\right)\left\|X_{n}\right\|_{\alpha}<\infty .
$$

We next consider an operator $I: \mathcal{C}^{\alpha} \times \mathcal{C}^{\beta} \rightarrow \mathcal{C}^{\alpha}$ which satisfies properties 1 and 2 and we show that it must coincide with the Young integral $I^{\text {Young. Given } X \in C^{\alpha} \text { and }}$ $Y \in C^{\beta}$, by Lemma 6.12 we can construct a sequence $\left(X_{n}\right) \subset C^{1}$ with $\left\|X_{n}-X\right\|_{\infty} \rightarrow 0$ and $\left\|X_{n}\right\|_{\alpha} \leqslant\|X\|_{\alpha}$. By property 2 we have $I\left(X_{n}, Y\right) \rightsquigarrow_{\alpha} I(X, Y)$ and $I^{\text {Young }}\left(X_{n}\right.$, $Y) \rightsquigarrow{ }_{\alpha} I^{\text {Young }}(X, Y)$, which implies pointwise convergence: for any $t \in[0, T]$

$$
I_{t}(X, Y)=\lim _{n} I_{t}\left(X_{n}, Y\right) \quad \text { and } \quad I_{t}^{\text {Young }}(X, Y)=\lim _{n} I_{t}^{\text {Young }}\left(X_{n}, Y\right)
$$

By property 1 we have $I_{t}\left(X_{n}, Y\right)=I_{t}^{\text {Young }}\left(X_{n}, Y\right)$ for any $n$, hence

$$
I_{t}(X, Y)=I_{t}^{\text {Young }}(X, Y) \quad \forall t \in[0, T],
$$

which completes the proof.

### 6.7. TWO TECHNICAL PROOFS

We give here the proof of Theorem 6.10 and Lemma 6.12.
Proof of Lemma 6.12. We extend $f:[0, T] \rightarrow \mathbb{R}$ to a function defined on the whole real line, by setting $f(t)=f(0)$ for $t<0$ and $f(t)=f(T)$ for $t>T$.

Let us fix a $C^{\infty}$ function $\varphi: \mathbb{R} \rightarrow \mathbb{R}$ supported in $[-1,1]$ with unit integral: $\int_{\mathbb{R}} \varphi(u) \mathrm{d} u=1$. Note that $\varphi_{n}(t):=n \varphi(n t)$ is supported in $\left[-\frac{1}{n}, \frac{1}{n}\right]$ and also has unit integral: $\int_{\mathbb{R}} \varphi_{n}(u) \mathrm{d} u=1$. We then define $f_{n}=\varphi_{n} * f$, that is

$$
f_{n}(t):=\int_{\mathbb{R}} \varphi_{n}(t-u) f(u) \mathrm{d} u
$$

It is a classical result that $f_{n} \in C^{\infty}$ (we can differentiate inside the integral by dominated convergence, since $f$ is bounded).

We next write

$$
f_{n}(t)=\int_{\mathbb{R}} \varphi_{n}(u) f(t-u) \mathrm{d} u=\int_{\mathbb{R}} \varphi(v) f\left(t-\frac{v}{n}\right) \mathrm{d} v
$$

which implies $\left\|f_{n}-f\right\|_{\infty} \leq \sup _{t \in \mathbb{R},|u| \leq 1}\left|f\left(t-\frac{v}{n}\right)-f(t)\right|$ (since $\varphi$ has unit integral), hence $\left\|f_{n}-f\right\|_{\infty} \rightarrow \infty$. Property (6.18) is also directly checked.

Proof of Theorem 6.10. First we show that $\mathcal{C}_{0}^{\alpha}$ is closed in $\mathcal{C}^{\alpha}$ : given $f_{n}$ in $\mathcal{C}_{0}^{\alpha}$ and $f \in \mathcal{C}^{\alpha}$ such that $\left\|f_{n}-f\right\|_{\alpha} \rightarrow 0$, we need to show that $f \in \mathcal{C}_{0}^{\alpha}$, that is (6.17) holds. For $s<t$ and $n \in \mathbb{N}$ we can write, by the triangle inequality,

$$
\begin{equation*}
\frac{|f(t)-f(s)|}{(t-s)^{\alpha}} \leq\left\|\delta f-\delta f_{n}\right\|_{\alpha}+\frac{\left|f_{n}(t)-f_{n}(s)\right|}{(t-s)^{\alpha}} \tag{6.21}
\end{equation*}
$$

Fix $n=\bar{n}_{\epsilon}$ such that $\left\|\delta f_{\bar{n}_{\epsilon}}-\delta f\right\|_{\alpha}<\frac{\epsilon}{2}$. Since $f_{\bar{n}_{\epsilon}} \in \mathcal{C}_{0}^{\alpha}$, by (6.17) we can fix $\delta_{\epsilon}>0$ such that for $|t-s| \leq \delta$ the last term in (6.21) is $\leq \frac{\epsilon}{2}$ and we are done.

It remains to show that, for any $f \in \mathcal{C}_{0}^{\alpha}$, there is a sequence $f_{n} \in C^{\infty}$ such that $\left\|f_{n}-f\right\|_{\infty}+\left\|\delta f_{n}-\delta f\right\|_{\alpha} \rightarrow 0$ (recall Remark 1.4). We define $f_{n} \in C^{\infty}$ as in Lemma 6.12 , so we only need to show that $\left\|\delta f_{n}-\delta f\right\|_{\alpha} \rightarrow 0$.

Since $f \in \mathcal{C}_{0}^{\alpha}$, property (6.17) holds. The same property holds replacing for $f_{n}$, uniformly for $n \in \mathbb{N}$, thanks to relation (6.18). This means that for any $\epsilon>0$, for all $0 \leqslant s<t \leqslant T$ with $|t-s| \leqslant \delta_{\epsilon}$, and for any $n \in \mathbb{N}$, we can write

$$
\frac{\left|\left(f_{n}-f\right)(t)-\left(f_{n}-f\right)(s)\right|}{(t-s)^{\alpha}} \leqslant \frac{\left|f_{n}(t)-f_{n}(s)\right|}{(t-s)^{\alpha}}+\frac{|f(t)-f(s)|}{(t-s)^{\alpha}} \leqslant 2 \epsilon
$$

If we fix $\bar{n}_{\epsilon}>0$ such that $\left\|f_{n}-f\right\|_{\infty} \leqslant \epsilon\left(\delta_{\epsilon}\right)^{\alpha}$ for all $n \geq \bar{n}_{\epsilon}$, for $|t-s|>\delta_{\epsilon}$ we get

$$
\frac{\left|\left(f_{n}-f\right)(t)-\left(f_{n}-f\right)(s)\right|}{(t-s)^{\alpha}} \leqslant \frac{2\left\|f_{n}-f\right\|_{\infty}}{\left(\delta_{\epsilon}\right)^{\alpha}} \leqslant \epsilon .
$$

Altogether, the previous relations show that $\left\|\delta f_{n}-\delta f\right\|_{\alpha} \leqslant 2 \epsilon$ for $n \geq \bar{n}_{\epsilon}$. This implies that $\left\|\delta f_{n}-\delta f\right\|_{\alpha} \rightarrow 0$.

## Chapter 7

## Rough paths

We have seen in Chapter 3 that it is possible to build a robust theory for a controlled equation of the form $\dot{Y}_{t}=\sigma\left(Y_{t}\right) \dot{X}_{t}$ with $X:[0, T] \rightarrow \mathbb{R}^{d}$ of class $\mathcal{C}^{\alpha}$ for $\alpha \in\left(\frac{1}{3}, \frac{1}{2}\right]$, provided we choose a function $\mathbb{X}^{2}:[0, T]_{\leqslant}^{2} \rightarrow \mathbb{R}^{d} \otimes \mathbb{R}^{d}$ satisfying for $0 \leqslant s \leqslant u \leqslant t \leqslant T$

$$
\delta \mathbb{X}_{s u t}^{2}=\mathbb{X}_{s u}^{1} \otimes \mathbb{X}_{u t}^{1}, \quad\left|\mathbb{X}_{s t}^{2}\right| \lesssim|t-s|^{2 \alpha}
$$

see (3.13), where we denote $\mathbb{X}_{s t}^{1}:=\delta X_{s t}, 0 \leqslant s \leqslant t \leqslant T$. In coordinates, the former identity means

$$
\begin{equation*}
\left(\delta \mathbb{X}^{2}\right)_{s u t}^{i j}=\delta X_{s u}^{i} \delta X_{u t}^{j}, \quad\left|\left(\mathbb{X}_{s t}^{2}\right)^{i j}\right| \lesssim|t-s|^{2 \alpha}, \quad i, j \in\{1, \ldots, d\} \tag{7.1}
\end{equation*}
$$

In Section 3.2 we left the problem of the existence of such a function $\mathbb{X}^{2}$ open.
We recall that, for $X$ of class $C^{1}$, we have a natural choice for $\mathbb{X}^{2}$ given by

$$
\left(\mathbb{X}_{s t}^{2}\right)^{i j}:=\int_{s}^{t}\left(X_{r}^{i}-X_{s}^{i}\right) \dot{X}_{r}^{j} \mathrm{~d} r, \quad 0 \leqslant s \leqslant t \leqslant T
$$

see (3.9). In Lemma 6.6 we saw that, for $\alpha>\frac{1}{2}$ and $X \in \mathcal{C}^{\alpha}\left([0, T] ; \mathbb{R}^{d}\right)$, the (uniquely defined) Young integral $I_{t}^{i j}:=\int_{0}^{t} X^{i} \mathrm{~d} X^{j}$ satisfies

$$
R_{s t}^{i j}:=I_{t}^{i j}-I_{s}^{i j}-X_{s}^{i}\left(X_{t}^{j}-X_{s}^{j}\right)=\int_{s}^{t}\left(X_{r}^{i}-X_{s}^{i}\right) \mathrm{d} X_{r}^{j}, \quad\left|R_{s t}^{i j}\right| \lesssim|t-s|^{2 \alpha}
$$

where the integral in the right-hand side is again of the Young type and $2 \alpha>1$.
There is a clear resemblance between the two last expressions, and indeed for $\alpha>\frac{1}{2}$ we show in Lemma 7.14 below that setting $\left(\mathbb{X}_{s t}^{2}\right)^{i j}:=R_{s t}^{i j}$ we obtain (7.1) and this is the only possible choice.

If now $\alpha \leqslant \frac{1}{2}$, neither of these formulae is well-defined, because for $2 \alpha \leqslant 1$ we are not in the setting of the Young integral. However, we have seen in Chapter 3 that the bound $\left|\mathbb{X}_{s t}^{2}\right| \lesssim|t-s|^{2 \alpha}$ is enough for the whole theory of existence, uniqueness and stability of the rough equation (3.19) to work, even if $2 \alpha \leqslant 1$.

This suggests that, for every $i, j \in\{1, \ldots, d\}$, the function $\left(\mathbb{X}_{s t}^{2}\right)^{i j}$ can be interpreted as the remainder $R^{i j}$ associated with an integral $I^{i j}$ of $\left(X^{i}, X^{j}\right)$, where we weaken our requirements with respect to the Young integral, namely we only require that

$$
I_{t}^{i j}-I_{s}^{i j}-X_{s}^{i}\left(X_{t}^{j}-X_{s}^{j}\right)=\left(\mathbb{X}_{s t}^{2}\right)^{i j}, \quad\left|\left(\mathbb{X}_{s t}^{2}\right)^{i j}\right| \lesssim|t-s|^{2 \alpha}
$$

and now $2 \alpha \leqslant 1$. Therefore the choice of the rough path $\mathbb{X}=\left(\mathbb{X}^{1}, \mathbb{X}^{2}\right)$ over $X$ is equivalent to the choice of a generalised integral $I=\int_{0} X \otimes \mathrm{~d} X \in \mathcal{C}^{\alpha}\left([0, T] ; \mathbb{R}^{d} \otimes \mathbb{R}^{d}\right)$, and in this case $\mathbb{X}^{2}$ plays the role of a generalised remainder with respect to the $\operatorname{germ}(s, t) \mapsto X_{s} \otimes\left(X_{t}-X_{s}\right)$.

In this chapter we explore these notions and explain them in greater detail.

### 7.1. Integral Beyond Young

Let us fix $(X, Y) \in \mathcal{C}^{\alpha} \times \mathcal{C}^{\beta}$. We saw in Theorem 6.3 that when $\alpha+\beta>1$ we can define the integral $I_{t}=\int_{0}^{t} Y \mathrm{~d} X$ as the unique function which solves

$$
\begin{equation*}
I_{0}=0, \quad \delta I_{s t}=Y_{s} \delta X_{s t}+R_{s t}, \quad R_{s t}=o(t-s) \tag{7.2}
\end{equation*}
$$

This was based on the observation that for the germ $A_{s t}:=Y_{s} \delta X_{s t}$ we have

$$
\delta A_{s u t}=-\delta Y_{s u} \delta X_{u t} \quad \Longrightarrow \quad\|\delta A\|_{\alpha+\beta} \leqslant\|\delta X\|_{\alpha}\|\delta Y\|_{\beta}
$$

Therefore if $\eta:=\alpha+\beta>1$ we have $\|\delta A\|_{\eta}<\infty$, i.e. the germ $A$ is coherent, see Definition 5.7, and the Sewing Lemma can be applied, see Theorem 5.8.

We now focus on the regime $\alpha+\beta \leqslant 1$. As we have already seen in (6.8) above, there exist germs $A$ which allow no function $I$ solving (7.2). Indeed, we recall that choosing $X_{t}=t^{\alpha}$ and $Y_{t}=t^{\beta}, t \in[0, T]$, then the germ $A_{s t}:=Y_{s} \delta X_{s t}$ satisfies $\left|\delta A_{0 \frac{t}{2} t}\right| \gtrsim t^{\alpha+\beta}$, see (6.8), and therefore the necessary condition (5.9) in Lemma 5.5 is not satisfied.

A solution is to relax the requirement $R_{s t}=o(t-s)$ in (7.2), say to

$$
\begin{equation*}
\exists \eta \leqslant 1: \quad\left|R_{s t}\right| \lesssim|t-s|^{\eta} \tag{7.3}
\end{equation*}
$$

Arguing as in Lemma 5.5, this would imply

$$
\left|\delta R_{s u t}\right| \lesssim|t-s|^{\eta}+|u-s|^{\eta}+|t-u|^{\eta} \lesssim|u-s|^{\eta}+|t-u|^{\eta}
$$

since $\eta \leqslant 1$. On the other hand, by Proposition 5.4 we have $\left|\delta R_{\text {sut }}\right|=\left|\delta A_{\text {sut }}\right| \lesssim$ $|u-s|^{\beta}|t-u|^{\alpha}$. Choosing $|u-s|=|t-u|$ shows that the best we can hope for in (7.3) is $\eta=\alpha+\beta$.

Summarizing, given $(X, Y) \in \mathcal{C}^{\alpha} \times \mathcal{C}^{\beta}$ with $\alpha+\beta \leqslant 1$, it is natural to wonder whether there exists a function $I$ which satisfies the following weakening of (7.2)

$$
\begin{equation*}
I_{0}=0, \quad \delta I_{s t}=Y_{s} \delta X_{s t}+R_{s t}, \quad\left|R_{s t}\right| \lesssim|t-s|^{\alpha+\beta} \tag{7.4}
\end{equation*}
$$

This would provide a "generalised notion of integral" $\int_{0}^{r} Y \mathrm{~d} X$. This justifies the following

Definition 7.1. Fix $\alpha, \beta \in(0,1)$ with $\alpha+\beta \leqslant 1$. Given $(X, Y) \in \mathcal{C}^{\alpha} \times \mathcal{C}^{\beta}$, if there exists a function $I:[0, T] \rightarrow \mathbb{R}$ which satisfies

$$
\begin{equation*}
I_{t}-I_{s}=Y_{s}\left(X_{t}-X_{s}\right)+O\left(|t-s|^{\alpha+\beta}\right) \quad \text { uniformly as }|t-s| \rightarrow 0 \tag{7.5}
\end{equation*}
$$

we say that $I$ is a generalised integral of $Y$ in $\mathrm{d} X$.
We stress that this new definition of integral extends the previous one (7.2) for $(X, Y) \in \mathcal{C}^{\alpha} \times \mathcal{C}^{\beta}$ with $\alpha+\beta>1$, because the term $o(t-s)$ is actually $O\left(|t-s|^{\alpha+\beta}\right)$ in this case, by the key estimate for the Young integral (or, equivalently, for the sewing map).

On the positive side, there is always existence for (7.4) if $\alpha+\beta<1$. This is a non-trivial result, due (in a more general setting) to Lyons and Victoir. We state this as a separate result, which is a consequence of Proposition 7.5 below.

Lemma 7.2. Let $(X, Y) \in \mathcal{C}^{\alpha} \times \mathcal{C}^{\beta}$ with $\alpha+\beta<1$. There exists $(I, R) \in \mathcal{C}^{\alpha} \times C_{2}^{\alpha+\beta}$ satisfying (7.4).

Remark 7.3. It is an easy observation that uniqueness can not hold for (7.4). Indeed, given $I$ which solves (7.4), any function of the form $I_{t}^{\prime}:=I_{t}+h_{t}-h_{0}$ with $h \in \mathcal{C}^{\alpha+\beta}$ still solves (7.4). As a matter of fact, all solutions are of this form, because given two solutions $I, I^{\prime}$ of (7.4), with corresponding $R, R^{\prime}$, their difference $h:=I^{\prime}-I$ must satisfy $\left|\delta h_{s t}\right|=\left|R_{s t}^{\prime}-R_{s t}\right| \lesssim|t-s|^{\alpha+\beta}$.

Remark 7.4. An integral $I$ as in Definition 7.1 is necessarily of class $\mathcal{C}^{\alpha}$ by (7.5).
We state now a result which implies Lemma 7.2 above.
Proposition 7.5. (Paraintegral) Fix $\alpha, \beta \in(0,1)$ with $\alpha+\beta<1$. There exists $a$ (non unique) bilinear and continuous map $J_{\prec}: \mathcal{C}^{\alpha} \times \mathcal{C}^{\beta} \rightarrow C_{2}^{\alpha+\beta}$ such that

$$
\begin{equation*}
\left\|J_{\prec}(X, Y)\right\|_{\alpha+\beta} \leqslant \mathrm{C}\|\delta X\|_{\alpha}\|\delta Y\|_{\beta} \tag{7.6}
\end{equation*}
$$

for a suitable $\mathrm{C}=\mathrm{C}(\alpha, \beta, T)$, with the property that, for all $s<u<t$,

$$
\begin{equation*}
\delta J_{\prec}(X, Y)_{s u t}=\delta Y_{s u} \delta X_{u t} \tag{7.7}
\end{equation*}
$$

The proof of Proposition 7.5 is postponed to Section 7.9 below.
Remark 7.6. Let $\alpha, \beta \in(0,1)$ with $\alpha+\beta \leqslant 1$. Finding a generalised integral of $Y$ in $\mathrm{d} X$ for $(X, Y) \in \mathcal{C}^{\alpha} \times \mathcal{C}^{\beta}$ as in Definition 7.1 is equivalent to finding $R_{s t} \in C_{2}^{\alpha+\beta}$ such that

$$
\begin{equation*}
\delta R_{s u t}=\delta Y_{s u} \delta X_{u t} \tag{7.8}
\end{equation*}
$$

$R \in C_{2}^{\alpha+\beta}$.
Indeed, if we define $A_{s t}:=Y_{s} \delta X_{s t}$, relation (7.8) implies that $\delta(A+R)=0$, hence there exists $I:[0, T] \rightarrow \mathbb{R}$ which satisfies $\delta I=A+R$, which is exactly relation (7.5).

By Proposition 7.5 and Remark 7.6, if $\alpha, \beta \in(0,1)$ and $\alpha+\beta<1$, any ( $X$, $Y) \in \mathcal{C}^{\alpha} \times \mathcal{C}^{\beta}$ admits an integral $I$ as in Definition 7.1.

### 7.2. A negative Result

We show that the usual integral $I(f, g)=\int_{0}^{t} f_{s} g_{s}^{\prime} \mathrm{d} s$, when $g \in C^{1}$, cannot be extended to a continuous operator on $\mathcal{C}^{\alpha^{\prime}} \times \mathcal{C}^{\beta^{\prime}}$, when $\alpha^{\prime}+\beta^{\prime}<1$.

Lemma 7.7. Set $[0, T]=[0,1]$ and define, for $\alpha, \beta \in(0,1)$,

$$
f_{n}(t):=\frac{1}{n^{\alpha}} \cos (n t), \quad g_{n}(t):=\frac{1}{n^{\beta}} \sin (n t) .
$$

Then $f_{n} \rightsquigarrow_{\alpha} 0$ and $g_{n} \rightsquigarrow_{\beta} 0$ (recall Definition 6.15), more precisely:

$$
\begin{equation*}
\left\|f_{n}\right\|_{\infty} \rightarrow 0, \quad\left\|\delta f_{n}\right\|_{\alpha} \leqslant 2 ; \quad \quad\left\|g_{n}\right\|_{\infty} \rightarrow 0, \quad\left\|\delta g_{n}\right\|_{\beta} \leqslant 2 \tag{7.10}
\end{equation*}
$$

(In particular, $f_{n} \rightarrow 0$ in $\mathcal{C}^{\alpha^{\prime}}$ and $g_{n} \rightarrow 0$ in $\mathcal{C}^{\beta^{\prime}}$ for any $\alpha^{\prime}<\alpha$ and $\beta^{\prime}<\beta$.)
However, if we fix $\alpha+\beta \leqslant 1$, we have $I\left(f_{n}, g_{n}\right) \nrightarrow 0$, because

$$
\forall t \in[0,1]: \quad \lim _{n \rightarrow \infty} I\left(f_{n}, g_{n}\right)_{t}=\left\{\begin{array}{ll}
+\infty & \text { if } \alpha+\beta<1 \\
\frac{1}{2} t & \text { if } \alpha+\beta=1 \\
0 & \text { if } \alpha+\beta>1
\end{array} .\right.
$$

Proof. Note that $\left\|f_{n}\right\|_{\infty}=n^{-\alpha}$ and $\left\|f_{n}^{\prime}\right\|_{\infty}=n^{1-\alpha}$, hence

$$
\left|f_{n_{t}}-f_{n_{s}}\right| \leqslant \min \left\{\left\|f_{n}^{\prime}\right\|_{\infty}|t-s|, 2\left\|f_{n}\right\|_{\infty}\right\} \leqslant \min \left\{n^{1-\alpha}|t-s|, 2 n^{-\alpha}\right\} .
$$

Since $\min \{x, y\} \leqslant x^{\gamma} y^{1-\gamma}$, for any $\gamma \in[0,1]$, choosing $\gamma=\alpha$ we obtain

$$
\left|f_{n}(t)-f_{n}(s)\right| \leqslant 2^{1-\alpha}|t-s|^{\alpha}
$$

hence $\left\|\delta f_{n}\right\|_{\alpha} \leqslant 2^{1-\alpha} \leqslant 2$. Similar arguments apply to $g_{n}$, proving (7.10).
Next we observe that $\frac{1}{2 \pi} \int_{0}^{2 \pi} \cos ^{2}(x) \mathrm{d} x=\frac{1}{2 \pi} \int_{0}^{2 \pi} \sin ^{2}(x) \mathrm{d} x=\frac{1}{2}$. Then, for fixed $t>0$, as $n \rightarrow \infty$

$$
\int_{0}^{n t} \cos ^{2}(x) \mathrm{d} x=\int_{0}^{2 \pi\left\lfloor\frac{n t}{2 \pi}\right\rfloor} \cos ^{2}(x) \mathrm{d} x+O(1)=\frac{1}{2} 2 \pi\left\lfloor\frac{n t}{2 \pi}\right\rfloor+O(1)=\frac{t}{2} n+O(1)
$$

It follows that

$$
I\left(f_{n}, g_{n}\right)_{t}=\frac{n}{n^{\alpha+\beta}} \int_{0}^{t} \cos ^{2}(n s) \mathrm{d} s=\frac{1}{n^{\alpha+\beta}} \int_{0}^{n t} \cos ^{2}(x) \mathrm{d} x \sim \frac{t}{2} n^{1-(\alpha+\beta)} .
$$

### 7.3. A CHOICE

We have seen in (6.11) above that, given $(X, Y) \in \mathcal{C}^{\alpha} \times \mathcal{C}^{\beta}$ with $\alpha+\beta>1$, we have an explicit formula for the remainder $R_{s t}=I_{t}-I_{s}-Y_{s}\left(X_{t}-X_{s}\right)$, given by

$$
\begin{equation*}
R_{s t}=\int_{s}^{t}\left(Y_{u}-Y_{s}\right) \mathrm{d} X_{u}, \quad 0 \leqslant s \leqslant t \leqslant T \tag{7.11}
\end{equation*}
$$

where $I_{t}=\int_{0}^{t} Y_{u} \mathrm{~d} X_{u}$ is the unique function given by the Young integral of Theorem 6.1. Moreover $R_{s t}=\int_{s}^{t}\left(Y_{u}-Y_{s}\right) \mathrm{d} X_{u}$ is the unique function in $C_{2}$ which satisfies

$$
\begin{equation*}
R \in C_{2}^{\alpha+\beta}, \quad \delta R_{s u t}=\delta Y_{s u} \delta X_{u t}, \quad 0 \leqslant s \leqslant u \leqslant t \leqslant T . \tag{7.12}
\end{equation*}
$$

In the regime $\alpha+\beta<1$, the Young integral is not available anymore. However by Proposition 7.5 we know that we can find an integral $I \in \mathcal{C}^{\alpha}$ in the sense of Definition 7.1 by setting

$$
\delta I_{s t}:=Y_{s}\left(X_{t}-X_{s}\right)-J_{\prec}(X, Y)_{s t},
$$

where $J_{\prec}$ is the paraintegral of Proposition 7.5, see also Remark 7.6. This shows that, in this setting, the remainder $R_{s t}=I_{t}-I_{s}-Y_{s}\left(X_{t}-X_{s}\right)$ is not given by an explicit formula like (7.11) (which is now ill-defined), rather we have

$$
R=-J_{\prec}(X, Y) .
$$

However formula (7.11) suggests that we can define

$$
\begin{equation*}
\int_{s}^{t}\left(Y_{u}-Y_{s}\right) \mathrm{d} X_{u}:=R_{s t}=-J_{\prec}(X, Y)_{s t}, \quad 0 \leqslant s \leqslant t \leqslant T \tag{7.13}
\end{equation*}
$$

In other words, the left hand side of (7.13) is chosen to be equal to the remainder $R$ associated with the integral $I$ as in (7.4). We recall that $R=-J_{\prec}(X, Y)$ satisfies

$$
\begin{equation*}
R \in C_{2}^{\alpha+\beta}, \quad \delta R_{s u t}=\delta Y_{s u} \delta X_{u t}, \quad 0 \leqslant s \leqslant u \leqslant t \leqslant T \tag{7.14}
\end{equation*}
$$

The difference between formula (7.14) and formula (7.12), is that in the former $\alpha+\beta<1$ while in the latter $\alpha+\beta>1$. Accordingly, in (7.14) the function $R$ is not uniquely determined, while in (7.12) it is.

The comparison between formula (7.14) and formula (7.12), and the explicit expression (7.11) in the case $\alpha+\beta>1$ show that (7.13) is a reasonable definition of the function $(s, t) \mapsto \int_{s}^{t}\left(Y_{u}-Y_{s}\right) \mathrm{d} X_{u}$ in the setting $\alpha+\beta \leqslant 1$.

We also stress that $R$ in (7.14) can not be uniquely determined. Indeed, by Remark 7.3, we have infinitely many possible choices given by

$$
\begin{equation*}
R^{\prime}=R+\delta h, \quad h \in \mathcal{C}^{\alpha+\beta}, h_{0}=0 \tag{7.15}
\end{equation*}
$$

Remark 7.8. In the special case $X=Y$ and $\alpha=\beta \leqslant \frac{1}{2},(7.4)$ becomes

$$
\begin{equation*}
I_{0}=0, \quad \delta I_{s t}=X_{s} \delta X_{s t}+R_{s t}, \quad\left|R_{s t}\right| \lesssim|t-s|^{2 \alpha} \tag{7.16}
\end{equation*}
$$

Now the germ is $A_{s t}=X_{s}\left(X_{t}-X_{s}\right)$ and we have a simple canonical solution which does not rely on the paraintegral and is given by

$$
I_{t}:=\frac{1}{2}\left(X_{t}^{2}-X_{0}^{2}\right), \quad R_{s t}:=\frac{1}{2}\left(X_{t}-X_{s}\right)^{2},
$$

since

$$
\underbrace{\frac{1}{2}\left(X_{t}^{2}-X_{s}^{2}\right)}_{I_{t}-I_{s}}=\underbrace{X_{s}\left(X_{t}-X_{s}\right)}_{A_{s t}}+\underbrace{\frac{1}{2}\left(X_{t}-X_{s}\right)^{2}}_{R_{s t}}
$$

As we have seen in (6.15)-(6.16), if $\alpha>\frac{1}{2}$ then $(I, R)$ is the only solution of (7.16) and moreover

$$
R_{s t}=\int_{s}^{t}\left(X_{r}-X_{s}\right) \mathrm{dX}_{r}
$$

where the integral is in the Young sense. If $\alpha \leqslant \frac{1}{2}$, then we have infinitely many possible solutions ( $I^{\prime}, R^{\prime}$ ).

### 7.4. ONE-DIMENSIONAL ROUGH PATHS

We have seen at the beginning of this chapter that for every $i, j \in\{1, \ldots, d\}$, the function $\left(\mathbb{X}_{s t}^{2}\right)^{i j}$ plays the role of the remainder $R^{i j}$ associated with a generalised integral $I^{i j}$ of $\left(X^{i}, X^{j}\right)$ in the sense of Definition 7.1 with $\alpha=\beta<\frac{1}{2}$ : in other words the choice of $\mathbb{X}^{2}$ is equivalent to the choice of integrals (in the sense of Definition 7.1) $I^{i j} \in \mathcal{C}^{\alpha}$ for all $i, j \in\{1, \ldots, d\}$, such that

$$
I_{0}^{i j}=0, \quad \delta I_{s t}^{i j}=X_{s}^{i} \delta X_{s t}^{j}+\left(\mathbb{X}_{s t}^{2}\right)^{i j}, \quad\left|\left(\mathbb{X}_{s t}^{2}\right)^{i j}\right| \lesssim|t-s|^{2 \alpha}
$$

or, in more compact notations,

$$
\begin{equation*}
I_{0}=0, \quad \delta I_{s t}=X_{s} \otimes \mathbb{X}_{s t}^{1}+\mathbb{X}_{s t}^{2}, \quad\left|\mathbb{X}_{s t}^{2}\right| \lesssim|t-s|^{2 \alpha} \tag{7.17}
\end{equation*}
$$

Existence of $\mathbb{X}^{2}$ satisfying (7.17) with $\alpha<\frac{1}{2}$ is therefore granted by Lemma 7.2, e.g. via the paraintegral of Theorem 7.5. We also know that in the regime $\alpha<\frac{1}{2}$ we have infinitely many possible choices for $\left(I, \mathbb{X}^{2}\right)$, all of the form (7.15) above.

Suppose first that we are in the setting $d=1$. Then Definition 3.2 becomes
Definition 7.9. Let $\left.\alpha \in] \frac{1}{3}, \frac{1}{2}\right]$ and $X:[0, T] \rightarrow \mathbb{R}$ of class $\mathcal{C}^{\alpha}$. $A \alpha$-Rough Path over $X$ is a pair $\mathbb{X}=\left(\mathbb{X}^{1}, \mathbb{X}^{2}\right) \in C_{2}^{\alpha} \times C_{2}^{2 \alpha}$ such that

$$
\begin{equation*}
\mathbb{X}_{s t}^{1}=X_{t}-X_{s}, \quad \delta \mathbb{X}_{s u t}^{2}=\mathbb{X}_{s u}^{1} \mathbb{X}_{u t}^{1} \tag{7.18}
\end{equation*}
$$

We recall that the conditions $X \in \mathcal{C}^{\alpha}$ and $\mathbb{X}^{1}=\delta X \in C_{2}^{\alpha}$ are equivalent, and that $\left(\mathbb{X}^{1}, \mathbb{X}^{2}\right) \in C_{2}^{\alpha} \times C_{2}^{2 \alpha}$ is equivalent to

$$
\left|\mathbb{X}_{s t}^{1}\right| \lesssim|t-s|^{\alpha}, \quad\left|\mathbb{X}_{s t}^{2}\right| \lesssim|t-s|^{2 \alpha}
$$

We have seen in Chapter 3 that it is possible to build an integration theory for every choice of the $\alpha$-rough path $\mathbb{X}$ over $X$. In this theory we can recover existence and uniqueness of the integral function $\int_{0} Y \mathrm{~d} X$ for a large class of choices of $Y$. For this we have to give very different roles to the integrator $X$ and to the integrand $Y$, whereas in the case of the Young integral the two functions play a symmetric role: $X$ will be a component of a rough path and $Y$ a component of a controlled path, see Chapter 9.

We note that the algebraic condition $\delta \mathbb{X}_{s u t}^{2}=\mathbb{X}_{s u}^{1} \mathbb{X}_{u t}^{1}$ is non-linear, which implies that $\alpha$-rough paths do not form a vector subspace of $C_{2}^{\alpha} \times C_{2}^{2 \alpha}$.

For all $\alpha \in\left(\frac{1}{3}, \frac{1}{2}\right]$, given any real-valued path $X \in \mathcal{C}^{\alpha}([0, T] ; \mathbb{R})$, there is always a rough path lying above $X$. Indeed, $I_{t}:=\frac{1}{2} X_{t}^{2}$ is a generalised integral of $X$ in $\mathrm{d} X$ integral in the sense of Definition 7.1, because

$$
\delta I_{s t}=\frac{1}{2}\left(X_{t}^{2}-X_{s}^{2}\right)=X_{s} \delta X_{s t}+\frac{1}{2}\left(\delta X_{s t}\right)^{2}=X_{s} \delta X_{s t}+O\left(|t-s|^{2 \alpha}\right)
$$

Then, by Remark 7.8, we can define a rough path $\mathbb{X}$ by setting

$$
\begin{equation*}
\mathbb{X}_{s t}^{2}=\frac{1}{2}\left(\delta X_{s t}\right)^{2} \tag{7.19}
\end{equation*}
$$

More directly, note that (7.19) satisfies the Chen relation (7.21), and clearly $\mathbb{X}^{2} \in$ $C_{2}^{2 \alpha}$.

### 7.5. The Vector case

Let us consider now a vector valued path $X:[0, T] \rightarrow \mathbb{R}^{d}$, with $X_{t}=\left(X_{t}^{1}, \ldots, X_{t}^{d}\right)$. We suppose that $X$ is of class $\mathcal{C}^{\alpha}$, namely that $X^{i} \in \mathcal{C}^{\alpha}$ for all $i=1, \ldots, d$, with $\alpha>\frac{1}{3}$.

We can now generalise Definition 7.9 to the vector case. The multi-dimensional case $d \geq 2$ is sensibly richer, because off-diagonal terms $\int X^{i} \mathrm{~d} X^{j}$ with $i \neq j$ do not have explicit candidates as in (7.19).

Definition 7.10. Let $\left.\alpha \in] \frac{1}{3}, \frac{1}{2}\right], d \geq 1$ and $X:[0, T] \rightarrow \mathbb{R}^{d}$ of class $\mathcal{C}^{\alpha}$. A $\alpha$-Rough Path on $\mathbb{R}^{d}$ over $X$ is a pair $\mathbb{X}=\left(\mathbb{X}^{1}, \mathbb{X}^{2}\right)$, with

- $\mathbb{X}^{1}=\left(\delta X^{i}\right)_{i=1, \ldots, d} \in C_{2}^{\alpha}\left([0, T] ; \mathbb{R}^{d}\right)$
- $\mathbb{X}^{2}=\left(R^{i j}\right)_{i, j=1, \ldots, d} \in C_{2}^{2 \alpha}\left([0, T]^{2} ; \mathbb{R}^{d} \otimes \mathbb{R}^{d}\right)$
such that

$$
\begin{equation*}
\left(\delta \mathbb{X}_{s u t}^{2}\right)^{i j}=\left(\mathbb{X}_{s u}^{1}\right)^{i}\left(\mathbb{X}_{u t}^{1}\right)^{j}, \tag{7.20}
\end{equation*}
$$

or equivalently

$$
\begin{equation*}
\mathbb{X}_{s t}^{2}-\mathbb{X}_{s u}^{2}-\mathbb{X}_{u t}^{2}=\mathbb{X}_{s u}^{1} \otimes \mathbb{X}_{u t}^{1} \tag{7.21}
\end{equation*}
$$

We denote by $\mathcal{R}_{\alpha, d}$ the space of $\alpha$-rough paths on $\mathbb{R}^{d}$ and by $\mathcal{R}_{\alpha, d}(X)$ the set of $\alpha$ rough paths over $X$.

The condition (7.20)-(7.21) is the celebrated Chen relation. As in the one-dimensional case, existence of $\mathbb{X}^{2}$ satisfying (7.20)-(7.21) with $\alpha<\frac{1}{2}$ is therefore granted by Lemma 7.2, e.g. via the paraintegral of Theorem 7.5. We also know that in the regime $\alpha<\frac{1}{2}$ we have infinitely many possible choices for $\left(I, \mathbb{X}^{2}\right)$, all of the form (7.15) above.

We are going to see in Chapter 9 that it is possible to build an integration theory for every choice of an $\alpha$-rough path $\mathbb{X}$. Again, we note that the condition (7.20)(7.21) is non-linear, which implies that $\alpha$-rough paths do not form a vector space.

The following exercise is a simple summary of the discussion at the beginning of this chapter.

Exercise 7.1. Given a $\alpha$-rough path $\mathbb{X}=\left(\mathbb{X}^{1}, \mathbb{X}^{2}\right)$ over $X$ in $\mathbb{R}^{d}$, a process $I \in \mathcal{C}^{\alpha}([0, T]$; $\mathbb{R}^{d} \otimes \mathbb{R}^{d}$ ) satisfying (7.17) is a generalised integral of $X$ in $\mathrm{d} X$ in the sense of Definition 7.1.

Viceversa, given $X \in \mathcal{C}^{\alpha}\left([0, T] ; \mathbb{R}^{d}\right)$ and an integral $I \in \mathcal{C}^{\alpha}\left([0, T] ; \mathbb{R}^{d} \otimes \mathbb{R}^{d}\right)$ of $X$ in $\mathrm{d} X$, in the sense of Definition 7.1, defining $\mathbb{X}^{2}$ by (7.17) we obtain a $\alpha$-rough path $\mathbb{X}=\left(\mathbb{X}^{1}, \mathbb{X}^{2}\right)$ over $X$ in $\mathbb{R}^{d}$.
In the multi-dimensional case $X \in \mathcal{C}^{\alpha}\left([0, T] ; \mathbb{R}^{d}\right)$ with $d \geq 2$, building a rough path over $X$ is non-trivial, because one has to define off-diagonal integrals $\int X^{i} \mathrm{~d} X^{j}$ for $i \neq j$. However, by the results we have proved on the existence of the paraintegral in Proposition 7.5, we can easily deduce the following.

Proposition 7.11. For any $d \in \mathbb{N}, \alpha \in\left(\frac{1}{3}, \frac{1}{2}\right)$ and $X \in \mathcal{C}^{\alpha}\left([0, T] ; \mathbb{R}^{d}\right)$, there is a $\alpha$ rough path $\mathbb{X}$ which lies above $X$ (hence, by Lemma 7.15, there are infinitely many of them).

Proof. For any fixed $i, j \in\{1, \ldots, d\}$, let $I^{i j}$ be a generalised integral of $X^{i}$ in $\mathrm{d} X^{j}$ in the sense of Definition 7.1, whose existence is guaranteed by the paraintegral of Proposition 7.5 . Then, by Exercise 7.1 , defining $\mathbb{X}^{2}$ by $(7.17)$ we obtain a rough path $\mathbb{X}$ which lies above $X$.

We conclude with an elementary observation, that will be useful later. By Exercise 7.1, any $\alpha$-rough path $\mathbb{X}$ over $X \in \mathcal{C}^{\alpha}\left([0, T] ; \mathbb{R}^{d}\right)$ determines an integral $I$ of $(X$, $X$ ), given by (7.17). Applying the latter relation in a telescopic fashion, we can write

$$
\begin{equation*}
I_{t}=\sum_{\left[t_{i}, t_{i+1}\right] \in \mathcal{P}}\left(X_{t_{i}} \delta X_{t_{i} t_{i+1}}+\mathbb{X}_{t_{i} t_{i+1}}^{2}\right) \tag{7.22}
\end{equation*}
$$

where $\mathcal{P}=\left\{0=t_{0}<t_{1}<\ldots<t_{k}=t\right\}$ is an arbitrary partition of $[0, t]$. We will see in Chapter 9 below that a generalization of (7.22), when we also take the limit of vanishing mesh $|\mathcal{P}| \rightarrow 0$, is the correct recipe for building "Riemann-sums", in order to define a generalised integral of $h$ in $\mathrm{d} X$ in the sense of Definition 7.1 for a wide class of functions $h$.

### 7.6. DISTANCE ON ROUGH PATHS

We denote by $\mathcal{R}_{\alpha, d}$ the set of all $\alpha$-rough paths in $\mathbb{R}^{d}$. For $\mathbb{X}=\left(\mathbb{X}^{1}, \mathbb{X}^{2}\right) \in \mathcal{R}_{\alpha, d}$ we set

$$
\begin{equation*}
\|\mathbb{X}\|_{\mathcal{R}_{\alpha, d}}:=\left\|\mathbb{X}^{1}\right\|_{\alpha}+\left\|\mathbb{X}^{2}\right\|_{2 \alpha}=\sup _{0 \leq s<t \leq T} \frac{\left|\mathbb{X}_{s}^{1}\right|}{|t-s|^{\alpha}}+\sup _{0 \leq s<t \leq T} \frac{\left|\mathbb{X}_{s t}^{2}\right|}{|t-s|^{2 \alpha}} \tag{7.23}
\end{equation*}
$$

We stress that $\mathcal{R}_{\alpha, d}$ is not a vector space, because the Chen relation (7.21) is not linear. However, it is meaningful to define for $\mathbb{X}, \overline{\mathbb{X}} \in \mathcal{R}_{\alpha, d}$

$$
\begin{equation*}
d_{\mathcal{R}_{\alpha, d}}(\mathbb{X}, \overline{\mathbb{X}}):=\left\|\mathbb{X}^{1}-\overline{\mathbb{X}}^{1}\right\|_{\alpha}+\left\|\mathbb{X}^{2}-\overline{\mathbb{X}}^{2}\right\|_{2 \alpha} \tag{7.24}
\end{equation*}
$$

Exercise 7.2. $d_{\mathcal{R}_{\alpha, d}}$ is a distance on $\mathcal{R}_{\alpha, d}$.
When we talk of convergence in $\mathcal{R}_{\alpha, d}$, we mean with respect to the distance $d_{\mathcal{R}_{\alpha, d}}$. Note that $d_{\mathcal{R}_{\alpha, d}}$ is equal on $\mathcal{R}_{\alpha, d}$ to the distance induced by the natural norm $\|F\|_{\alpha}+\|G\|_{2 \alpha}$ for $(F, G) \in C_{2}^{\alpha} \times C_{2}^{2 \alpha}$. In particular $\mathbb{X}_{n}=\left(\mathbb{X}_{n}^{1}, \mathbb{X}_{n}^{2}\right) \rightarrow \mathbb{X}=\left(\mathbb{X}^{1}, \mathbb{X}^{2}\right)$ in $\mathcal{R}_{\alpha, d}$ if and only if $\mathbb{X}_{n}^{1} \rightarrow \mathbb{X}^{1}$ in $C_{2}^{\alpha}$ and $\mathbb{X}_{n}^{2} \rightarrow \mathbb{X}^{2}$ in $C_{2}^{2 \alpha}$.

Lemma 7.12. The metric space $\left(\mathcal{R}_{\alpha, d}, d_{\mathcal{R}_{\alpha, d}}\right)$ is complete.
Proof. Let $\left(\mathbb{X}_{n}\right)_{n \in \mathbb{N}} \subset \mathcal{R}_{\alpha, d}$ be a Cauchy sequence. Then, by definition of $d_{\mathcal{R}_{\alpha, d}}$, for every $\epsilon>0$ there is $\bar{n}_{\epsilon}<\infty$ such that for all $n, m \geq \bar{n}_{\epsilon}$ and $0 \leq s<t \leq T$

$$
\begin{equation*}
\left|\mathbb{X}_{n}^{1}(s, t)-\mathbb{X}_{m}^{1}(s, t)\right| \leq \epsilon|t-s|^{\alpha}, \quad\left|\mathbb{X}_{n}^{2}(s, t)-\mathbb{X}_{m}^{2}(s, t)\right| \leq \epsilon|t-s|^{2 \alpha} \tag{7.25}
\end{equation*}
$$

Note that

$$
d_{\mathcal{R}_{\alpha, d}}(\mathbb{X}, \overline{\mathbb{X}}) \geq \frac{\left\|\mathbb{X}^{1}-\overline{\mathbb{X}}^{1}\right\|_{\infty}}{T^{\alpha}}+\frac{\left\|\mathbb{X}^{2}-\overline{\mathbb{X}}^{2}\right\|_{\infty}}{T^{2 \alpha}}
$$

It follows that the sequences of continuous functions $\left(\mathbb{X}_{n}^{1}\right)_{n \in \mathbb{N}}$ and $\left(\mathbb{X}_{n}^{2}\right)_{n \in \mathbb{N}}$ are Cauchy in the sup-norm, hence there are continuous functions $\mathbb{X}^{1}$ and $\mathbb{X}^{2}$ such that $\left\|\mathbb{X}_{n}^{1}-\mathbb{X}^{1}\right\|_{\infty} \rightarrow 0$ and $\left\|\mathbb{X}_{n}^{2}-\mathbb{X}^{2}\right\|_{\infty} \rightarrow 0$. In particular, we have pointwise convergence $\mathbb{X}_{m}^{1}(s, t) \rightarrow \mathbb{X}^{1}(s, t)$ and $\mathbb{X}_{m}^{2}(s, t) \rightarrow \mathbb{X}^{2}(s, t)$ as $m \rightarrow \infty$. Taking this limit in (7.25) shows that $d_{\mathcal{R}_{\alpha, d}}\left(\mathbb{X}_{n}, \mathbb{X}\right) \leq 2 \epsilon$ for all $n \geq \bar{n}_{\epsilon}$.

This allows to rephrase the continuity result of section 3.7. We fix

$$
D \geq\|\nabla \sigma\|_{\infty}+\left\|\nabla^{2} \sigma\right\|_{\infty}+\left\|\nabla^{3} \sigma\right\|_{\infty}+\left\|\nabla \sigma_{2}\right\|_{\infty}+\left\|\nabla^{2} \sigma_{2}\right\|_{\infty} .
$$

We obtain from Proposition 3.11
Proposition 7.13 . We suppose that $\alpha \in\left(\frac{1}{3}, \frac{1}{2}\right]$ and $\sigma: \mathbb{R}^{k} \rightarrow \mathbb{R}^{k} \otimes\left(\mathbb{R}^{d}\right)^{*}$ is of class $C^{3}$, with $\|\nabla \sigma\|_{\infty}+\left\|\nabla^{2} \sigma\right\|_{\infty}+\left\|\nabla^{3} \sigma\right\|_{\infty}+\left\|\nabla \sigma_{2}\right\|_{\infty}+\left\|\nabla^{2} \sigma_{2}\right\|_{\infty}<+\infty$ (without boundedness assumptions on $\sigma$ and $\sigma_{2}$ ). For $\mathbb{X} \in \mathcal{R}_{\alpha, d}$ and $Z_{0} \in \mathbb{R}^{k}$ we denote by $Z$ : $[0, T] \rightarrow \mathbb{R}^{k}$ the unique solution to equation (3.19)

$$
Z_{s t}^{[3]}=o(t-s), \quad Z_{s t}^{[3]}=\delta Z_{s t}-\sigma\left(Z_{s}\right) \mathbb{X}_{s t}^{1}-\sigma_{2}\left(Z_{s}\right) \mathbb{X}_{s t}^{2},
$$

Then the map $\mathbb{R}^{k} \times \mathcal{R}_{\alpha, d} \ni\left(Z_{0}, \mathbb{X}\right) \mapsto Z \in \mathcal{C}^{\alpha}$ is locally Lipschitz continuous.

### 7.7. CANONICAL ROUGH PATHS FOR $\alpha>\frac{1}{2}$

Let $\frac{1}{3}<\alpha^{\prime} \leqslant \frac{1}{2}<\alpha<1$. Then it is well known that $\mathcal{C}^{\alpha} \subset \mathcal{C}^{\alpha^{\prime}}$. Therefore, if $X \in \mathcal{C}^{\alpha}([0, T]$; $\left.\mathbb{R}^{d}\right)$ we have in particular $X \in \mathcal{C}^{\alpha^{\prime}}\left([0, T] ; \mathbb{R}^{d}\right)$ and therefore there is a $\alpha^{\prime}$-rough path $\mathbb{X}$ over $X$. However, is there a $\alpha$-rough path over $X$ ? Note that we have restricted Definition 7.10 to the range $\alpha \in\left(\frac{1}{3}, \frac{1}{2}\right]$, while here we are discussing the existence of $\mathbb{X}^{2}:[0, T]_{\leqslant}^{2} \rightarrow \mathbb{R}^{d} \otimes \mathbb{R}^{d}$ satisfying the Chen relation (7.21) and

$$
\left|\mathbb{X}_{s t}^{2}\right| \lesssim|t-s|^{2 \alpha}
$$

where now $\alpha>\frac{1}{2}$.
Lemma 7.14. Let $\alpha \in\left(\frac{1}{2}, 1\right]$. For every $X \in \mathcal{C}^{\alpha}\left([0, T] ; \mathbb{R}^{d}\right)$, there is a unique $\mathbb{X}^{2}$ : $[0, T]_{\leqslant}^{2} \rightarrow \mathbb{R}^{d} \otimes \mathbb{R}^{d}$ satisfying the Chen relation (7.21) and such that $\mathbb{X}^{2} \in C_{2}^{2 \alpha}$. We have the explicit formula

$$
\begin{equation*}
\mathbb{X}_{s t}^{2}=\int_{s}^{t} \mathbb{X}_{s u}^{1} \otimes \mathrm{~d} X_{u}, \quad \mathbb{X}_{s t}^{1}=\delta X_{s t}, \quad 0 \leqslant s \leqslant t \leqslant T \tag{7.26}
\end{equation*}
$$

where the integral is in the Young sense. Moreover the map $\mathcal{C}^{\alpha} \ni X \mapsto \mathbb{X}^{2} \in C_{2}^{2 \alpha}$ is continuous (in particular, locally Lipschitz-continuous).

Proof. It is easy to check that $\mathbb{X}^{2}$ in (7.26) satisfies the Chen relation (7.18), thanks to the bi-linearity of the Young integral. Indeed, we can rewrite (7.26) as

$$
\begin{equation*}
\mathbb{X}_{s t}^{2}=\int_{s}^{t} X_{u} \otimes \mathrm{~d} X_{u}-X_{s} \otimes\left(X_{t}-X_{s}\right) \tag{7.27}
\end{equation*}
$$

hence for $s \leqslant u \leqslant t$ we have that

$$
\begin{aligned}
\left(\delta \mathbb{X}^{2}\right)_{s u t} & =-X_{s} \otimes\left(X_{t}-X_{s}\right)+X_{s} \otimes\left(X_{u}-X_{s}\right)+X_{u} \otimes\left(X_{t}-X_{u}\right) \\
& =-X_{s} \otimes\left(X_{t}-X_{u}\right)+X_{u} \otimes\left(X_{t}-X_{u}\right) \\
& =\delta X_{s u} \otimes \delta X_{u t} .
\end{aligned}
$$

We show now that $\mathbb{X}^{2} \in C_{2}^{2 \alpha}$. We recall that the Young integral satisfies the following key estimate, for $f \in \mathcal{C}^{\alpha}$ and $g \in \mathcal{C}^{\beta}$ with $\alpha+\beta>1$ :

$$
\left|\int_{s}^{t} f \mathrm{~d} g-f_{s}\left(g_{t}-g_{s}\right)\right| \leqslant c_{\alpha+\beta}|t-s|^{\alpha+\beta} .
$$

Choosing $f=X^{i}$ and $g=X^{j}$ shows that $\mathbb{X}^{2}$, given by (7.27), is $O\left(|t-s|^{2 \alpha}\right)$. Finally, we prove the continuity of $\mathcal{C}^{\alpha} \ni X \mapsto \mathbb{X}^{2} \in C_{2}^{2 \alpha}$. Given $X, \bar{X} \in \mathcal{C}^{\alpha}$ and the respective $\mathbb{X}^{2}, \overline{\mathbb{X}}^{2} \in C_{2}^{2 \alpha}$, we have

$$
\mathbb{X}_{s t}^{2}-\overline{\mathbb{X}}_{s t}^{2}=\int_{s}^{t}\left(\mathbb{X}_{s u}^{1}-\overline{\mathbb{X}}_{s u}^{1}\right) \otimes \mathrm{d} X_{u}+\int_{s}^{t} \overline{\mathbb{X}}_{s u}^{1} \otimes \mathrm{~d}(X-\bar{X})_{u}
$$

with all integrals in the Young sense. Then by the Sewing Lemma

$$
\left\|\mathbb{X}^{2}-\overline{\mathbb{X}}^{2}\right\|_{2 \alpha} \leqslant K_{2 \alpha}\left(\|\delta X\|_{\alpha}+\|\delta \bar{X}\|_{\alpha}\right)\|\delta X-\delta \bar{X}\|_{\alpha}
$$

The proof is complete.
Therefore, we could extend Definition 7.10 to $\alpha$-rough paths for $\alpha \in\left(\frac{1}{3}, 1\right]$. For $\alpha \in\left(\frac{1}{2}, 1\right]$ and $X \in \mathcal{C}^{\alpha}\left([0, T] ; R^{d}\right)$ there is a unique $\alpha$-rough path over $X$, which we call the canonical rough path over $X$.

While for $\alpha>\frac{1}{2}$ there is a unique rough path lying above a given path $X \in \mathcal{C}^{\alpha}$, for $\alpha \leqslant \frac{1}{2}$ there are infinitely many of them, that can be characterized explicitly.

Lemma 7.15 . Let $\mathbb{X}=\left(\mathbb{X}^{1}, \mathbb{X}^{2}\right)$ be a $\alpha$-rough path in $\mathbb{R}^{d}$, with $\alpha \in\left(\frac{1}{3}, \frac{1}{2}\right]$. Then $\overline{\mathbb{X}}=\left(\mathbb{X}^{1}, \overline{\mathbb{X}}^{2}\right)$ is a $\alpha$-rough path if and only if for some $f \in \mathcal{C}^{2 \alpha}\left([0, T] ; \mathbb{R}^{d} \otimes \mathbb{R}^{d}\right)$ one has $\overline{\mathbb{X}}^{2}=\mathbb{X}^{2}+\delta f$, that is

$$
\overline{\mathbb{X}}_{s t}^{2}=\mathbb{X}_{s t}^{2}+f_{t}-f_{s}, \quad 0 \leqslant s \leqslant t \leqslant T
$$

Proof. By assumption $\mathbb{X}^{2}$ and $\overline{\mathbb{X}}^{2}$ satisfy the Chen relation (7.21). If $\overline{\mathbb{X}}^{2}=\mathbb{X}^{2}+\delta f$ then $\mathbb{X}^{2} \in C_{2}^{2 \alpha}$ if and only if $\delta \mathbb{X}^{2}=\delta \overline{\mathbb{X}}^{2}$ and $\overline{\mathbb{X}}^{2} \in C_{2}^{2 \alpha}$. Therefore, if $\mathbb{X}$ is a $\alpha$-rough path then so is $\overline{\mathbb{X}}$.

Viceversa, if $\overline{\mathbb{X}}$ is a $\alpha$-rough path, then $\delta \mathbb{X}^{2}=\delta \overline{\mathbb{X}}^{2}$ because both $\mathbb{X}$ and $\overline{\mathbb{X}}$ satisfy the Chen relation (7.21) with the same $\mathbb{X}^{1}$, hence $\overline{\mathbb{X}}^{2}=\mathbb{X}^{2}+\delta f$ for some $f$. Since both $\mathbb{X}^{2}, \overline{\mathbb{X}}^{2}$ belong to $C_{2}^{2 \alpha}$, then also $\delta f \in C_{2}^{2 \alpha}$, which is the same as $f \in \mathcal{C}^{2 \alpha}$.

Remark 7.16. We mainly work with $\alpha$-Hölder rough pats for $\alpha \in\left(\frac{1}{3}, \frac{1}{2}\right)$, excluding the boundary case $\alpha=\frac{1}{2}$ for technical reasons. Let us stress that, by doing so, we are not throwing away any rough paths, but only giving up a tiny amount of regularity, because any $\frac{1}{2}$-rough path is a $\alpha$-rough path, for any $\alpha<\frac{1}{2}$.

To summarize, the situation is the following:

1. For $\alpha \in\left(\frac{1}{2}, 1\right]$ and $X \in \mathcal{C}^{\alpha}\left([0, T] ; \mathbb{R}^{d}\right)$ there is a unique $\alpha$-rough path over $X$
2. For $\alpha \in\left(\frac{1}{3}, \frac{1}{2}\right)$ and $X \in \mathcal{C}^{\alpha}\left([0, T] ; \mathbb{R}^{d}\right)$, there are infinitely many $\alpha$-rough paths over $X$
3. For $\alpha=\frac{1}{2}$, either there is no $\alpha$-rough path over $X$, or there are infinitely many of them.
In the range $\alpha \in\left(\frac{1}{2}, 1\right]$, the unique $\alpha$-rough path $\mathbb{X}$ above $X$ can be called the canonical rough path over $X$. We let $\mathcal{R}_{1, d}$ be the set of all canonical rough paths over paths $X \in C^{1}$ (see Lemma 7.14).

### 7.8. LACK OF CONTINUITY

We have seen in Lemma 7.14 that, for $\alpha>\frac{1}{2}$, the map $\mathcal{C}^{\alpha} \ni X \mapsto \mathbb{X}^{2} \in C_{2}^{2 \alpha}$ is continuous. It is a crucial fact that this continuity property can not be extended to $\alpha \leqslant \frac{1}{2}$, as shown by the next example.

For $n \in \mathbb{N}$ consider the smooth paths $X_{n}^{1}, X_{n}^{2}:[0,1] \rightarrow \mathbb{R}$

$$
X_{n}^{1}(t):=\frac{1}{\sqrt{n}} \cos (n t), \quad X_{n}^{2}(t):=\frac{1}{\sqrt{n}} \sin (n t)
$$

We have already shown in Lemma 7.7 that $X_{n}^{1} \rightarrow 0$ and $X_{n}^{2} \rightarrow 0$ in $\mathcal{C}^{\alpha}$, for all $\alpha \in(0$, $\frac{1}{2}$ ). More precisely, we have shown that $X_{n}^{1} \rightsquigarrow_{\frac{1}{2}} 0$ and $X_{n}^{2} \rightsquigarrow_{\frac{1}{2}} 0$, by showing that $\left\|\delta X_{n}^{1}\right\|_{\frac{1}{2}} \leq 2,\left\|\delta X_{n}^{2}\right\|_{\frac{1}{2}} \leq 2$ for all $n \in \mathbb{N}$ and, obviously, $\left\|X_{n}^{1}\right\|_{\infty} \rightarrow 0,\left\|X_{n}^{2}\right\|_{\infty} \rightarrow 0$. Next we set

$$
I_{n}^{i j}(t):=\int_{0}^{t} X_{n}^{i}(u) \mathrm{d} X_{n}^{j}(u), \quad \text { for } i, j \in\{1,2\}
$$

and correspondingly

$$
\begin{align*}
& \left(\mathbb{X}_{n}^{2}\right)_{s t}^{i j}=  \tag{7.28}\\
& =\int_{s}^{t}\left(X_{n}^{i}(u)-X_{n}^{i}(s)\right) \mathrm{d} X_{n}^{j}(u)=I_{n}^{i j}(t)-I_{n}^{i j}(s)-X_{n}^{i}(s)\left(X_{n}^{j}(t)-X_{n}^{j}(s)\right)
\end{align*}
$$

It is not difficult to show that $\left(\mathbb{X}_{n}^{2}\right)^{i j} \rightarrow\left(\mathbb{X}^{2}\right)^{i j}$ in $C_{2}^{\theta}$, for any $\theta \in(0,1)$, where we define

$$
\left(\mathbb{X}^{2}\right)_{s t}^{i j}=\left(\begin{array}{cc}
0 & \frac{t-s}{2}  \tag{7.29}\\
-\frac{t-s}{2} & 0
\end{array}\right)=\left\{\begin{array}{cl}
\frac{t-s}{2} & \text { if } i=1, j=2 \\
-\frac{t-s}{2} & \text { if } i=2, j=1 \\
0 & \text { if } i=j
\end{array} .\right.
$$

As a consequence, for any $\alpha \in\left(\frac{1}{3}, \frac{1}{2}\right)$, we have $\mathbb{X}_{n}^{1} \rightarrow 0$ in $\mathcal{C}^{\alpha}$ and $\mathbb{X}_{n}^{2} \rightarrow \mathbb{X}^{2}$ in $C_{2}^{2 \alpha}$, that is the canonical rough path $\left(\mathbb{X}_{n}^{1}, \mathbb{X}_{n}^{2}\right)$ converge in $\mathcal{R}_{\alpha, d}$ to the rough path $\left(0, \mathbb{X}^{2}\right)$.

Let us prove that $\left(\mathbb{X}_{n}^{2}\right)^{i j} \rightarrow\left(\mathbb{X}^{2}\right)^{i j}$ in $C_{2}^{\theta}$, for any $\theta \in(0,1)$. We have already shown the pointwise (actually uniform) convergence $I_{n}^{12}(t) \rightarrow \frac{1}{2} t$. With similar arguments, one shows the uniform convergence $I_{n}^{i j} \rightarrow I^{i j}$ defined by

$$
I^{i j}(t)=\left(\begin{array}{cl}
0 & \frac{t}{2} \\
-\frac{t}{2} & 0
\end{array}\right)= \begin{cases}\frac{t}{2} & \text { if } i=1, j=2 \\
-\frac{t}{2} & \text { if } i=2, j=1 \\
0 & \text { if } i=j\end{cases}
$$

It follows by (7.28) that we have the uniform convergence $\left(\mathbb{X}_{n}^{2}\right)_{s t}^{i j} \rightarrow I^{i j}(t)-I^{i j}(s)=$ $\left(\mathbb{X}^{2}\right)_{s t}^{i j}$. To prove convergence in $C_{2}^{\theta}$, it suffices to show a uniform "Lipschitz-like" bound $\left|\left(\mathbb{X}_{n}^{2}\right)_{s t}^{i j}\right| \leq 2|t-s|$, which is easy:

$$
\begin{aligned}
\left|\left(\mathbb{X}_{n}^{2}\right)_{s t}^{i j}\right| & \leq \int_{s}^{t}\left|X_{n}^{i}(u)-X_{n}^{i}(s)\right|\left|\left(X_{n}^{j}\right)^{\prime}(u)\right| \mathrm{d} u \\
& \leq 2\left\|X_{n}^{i}\right\|_{\infty}\left\|\left(X_{n}^{j}\right)^{\prime}\right\|_{\infty}|t-s| \\
& =2 \frac{1}{\sqrt{n}} \frac{n}{\sqrt{n}}|t-s| \\
& =2|t-s|
\end{aligned}
$$

### 7.9. Proof of Proposition 7.5

Given continuous functions $X, Y:[0, T] \rightarrow \mathbb{R}$, let us define $R^{1}, R^{2} \in C_{2}$
$R^{1}(X, Y)_{s t}:=-Y_{s} \delta X_{s t}, \quad R^{2}(X, Y)_{s t}:=X_{t} \delta Y_{s t}, \quad 0 \leqslant s \leqslant t \leqslant T$,
and note that

$$
R_{s t}^{2}=R_{s t}^{1}+\delta(X Y)_{s t}
$$

Recalling Remark 7.6, it is easy to check that $R^{1}$ and $R^{2}$ satisfy

$$
\begin{equation*}
\delta R^{1}(X, Y)_{s u t}=\delta R^{2}(X, Y)_{s u t}=\delta Y_{s u} \delta X_{u t} \tag{7.31}
\end{equation*}
$$

However, neither $R^{1}$ nor $R^{2}$ are in $C_{2}^{\alpha+\beta}$ in general, because we can only estimate

$$
\begin{equation*}
\left\|R^{1}\right\|_{\alpha} \leqslant\|Y\|_{\infty}\|\delta X\|_{\alpha}, \quad\left\|R^{2}\right\|_{\beta} \leqslant\|X\|_{\infty}\|\delta Y\|_{\beta} \tag{7.32}
\end{equation*}
$$

We are going to show that, by combining $R^{1}$ and $R^{2}$ in a suitable way, one can build $R$ which satisfies both (7.8) and (7.9). This yields the existence of an integral.

We start with a technical approximation lemma.
LEmma 7.17. Given $f \in \mathcal{C}^{\alpha}$, there is a sequence $\left(\tilde{f}_{n}\right)_{n} \subset C^{\infty}$ such that

$$
\begin{equation*}
f(x)=f(0)+\sum_{n \geq 0} \tilde{f}_{n}(x), \quad \forall x \in[0, T] . \tag{7.33}
\end{equation*}
$$

One can choose $\tilde{f}_{n}$ so that for every $n \geq 0$

$$
\begin{equation*}
\left\|\tilde{f}_{n}\right\|_{\infty} \leqslant C\|\delta f\|_{\alpha} 2^{-n \alpha}, \quad\left\|\tilde{f}_{n}^{\prime}\right\|_{\infty} \leqslant C\|\delta f\|_{\alpha} 2^{n(1-\alpha)} \tag{7.34}
\end{equation*}
$$

where $C \in(0, \infty)$ depends only on $T$ (e.g. one can take $C=2\left(T^{\alpha}+1\right)$ ).
Proof. We may assume without loss of generality that $f(x)=0$ (it suffices to redefine $f(x)$ as $f(x)-f(0)$, which does not change $\|\delta f\|_{\alpha}$.)

We extend $f: \mathbb{R} \rightarrow \mathbb{R}$ (e.g. with $f(x):=f(0)$ for $x \leqslant 0$ and $f(x):=f(T)$ for $x \geq T)$ so that $\|f\|_{\alpha}$ is not changed. Then we fix a probability density $\phi:[-1,1] \rightarrow[0, \infty)$ with $\phi \in C^{1}$ and for $n \geq 0$ we define the rescaled density

$$
\phi_{n}(x):=2^{n} \phi\left(2^{n} x\right)
$$

Next, for $n \geq 0$, we set $f_{n}(x):=\left(f * \phi_{n}\right)(x)$, that is

$$
\begin{align*}
f_{n}(x) & :=\int_{\mathbb{R}} f(z) \phi_{n}(x-z) \mathrm{d} z=\int_{\mathbb{R}} f(x-z) \phi_{n}(z) \mathrm{d} z \\
& =\int_{\mathbb{R}} f\left(x-\frac{z}{2^{n}}\right) \phi(z) \mathrm{d} z . \tag{7.35}
\end{align*}
$$

It is easy to check that $\left\|f_{n}-f\right\|_{\infty} \rightarrow 0$. Next we define

$$
\tilde{f}_{0}(x):=f_{0}(x), \quad \text { for } k \geq 1: \quad \tilde{f}_{k}(x):=f_{k}(x)-f_{k-1}(x) .
$$

Note that $\sum_{k=0}^{n} \tilde{f}_{k}=f_{n}$, hence relation (7.33) is proved (we recall that $f(0)=0$ ).
We now prove the first relation in (7.34). Since $f(0)=0$, for all $x \in[0, T]$ we can write

$$
\begin{aligned}
\left|\tilde{f}_{0}(x)\right| & =\left|f_{0}(x)\right| \leqslant \int_{\mathbb{R}}|f(x-z)| \phi(z) \mathrm{d} z=\int_{\mathbb{R}}|f(x-z)-f(0)| \phi(z) \mathrm{d} z \\
& \leqslant\|\delta f\|_{\alpha} \int_{\mathbb{R}}|x-z|^{\alpha} \phi(z) \mathrm{d} z \leqslant\left(T^{\alpha}+1\right)\|\delta f\|_{\alpha}
\end{aligned}
$$

where for the last inequality we have used $(x+y)^{\alpha} \leqslant x^{\alpha}+y^{\alpha}$ (for $\alpha<1$ and $x, y \geq 0$ ), $x \leqslant T$ and $\int_{\mathbb{R}}|z|^{\alpha} \phi(z) \mathrm{d} z \leqslant \int_{[-1,1]} \phi(z) \mathrm{d} z=1$, because $\phi$ is a density supported on $[-1,1]$. For $k \geq 1$ we estimate

$$
\begin{aligned}
\left|\tilde{f}_{k}(x)\right| & =\left|f_{k}(x)-f_{k-1}(x)\right| \\
& \leqslant \int_{\mathbb{R}}\left|f\left(x-\frac{z}{2^{k}}\right)-f\left(x-\frac{z}{2^{k-1}}\right)\right| \phi(z) \mathrm{d} z \\
& \leqslant 2^{-k \alpha}\|\delta f\|_{\alpha}
\end{aligned}
$$

again because $\int_{\mathbb{R}}|z|^{\alpha} \phi(z) \mathrm{d} z \leqslant 1$. We have proved the first relation in (7.34).
We finally prove the second relation in (7.34). Note that

$$
f_{n}^{\prime}(x)=\int_{\mathbb{R}} f(z) \phi_{n}^{\prime}(x-z) \mathrm{d} z=2^{n} \int_{\mathbb{R}} f\left(x-\frac{z}{2^{n}}\right) \phi^{\prime}(z) \mathrm{d} z
$$

which has the same form as $f_{n}(x)$, see the last integral in (7.35), just with an extra multiplicative factor $2^{n}$ and with $\phi$ replaced by $\phi^{\prime}$. Arguing as before, we obtain

$$
\begin{gathered}
\left|\tilde{f}_{0}^{\prime}(x)\right|=\left|f_{0}^{\prime}(x)\right| \leqslant\left(T^{\alpha}+1\right)\left(\int_{[-1,1]}\left|\phi^{\prime}(z)\right| \mathrm{d} z\right)\|\delta f\|_{\alpha}, \\
\left|\tilde{f}_{k}^{\prime}(x)\right|=\left|f_{k}^{\prime}(x)-f_{k-1}^{\prime}(x)\right| \leqslant 2^{k(1-\alpha)}\left(\int_{[-1,1]}\left|\phi^{\prime}(z)\right| \mathrm{d} z\right)\|\delta f\|_{\alpha},
\end{gathered}
$$

for $k \geq 1$. We can choose $\phi$ to be symmetric, decreasing on $[0,1]$, with $\phi(0)=1$ and $\phi(1)=0$, so that

$$
\int_{[-1,1]}\left|\phi^{\prime}(z)\right| \mathrm{d} z=2 \int_{0}^{1}\left(-\phi^{\prime}(z)\right) \mathrm{d} z=2(\phi(0)-\phi(1))=2
$$

and this completes the proof.
Proof of Proposition 7.5. The existence of an integral is an immediate consequence of Remark 7.6, because if we define $R_{s t}:=J_{\prec}(X, Y)_{s t}$, then both relations (7.8) and (7.9) are satisfied.

It remains to build $J_{\prec}$. Let us write, applying Lemma 7.17,

$$
X(x)=X(0)+\sum_{m \geq 0} \tilde{X}_{n}(x), \quad Y(x)=Y(0)+\sum_{n \geq 0} \tilde{Y}_{m}(x) .
$$

Recalling (7.30), we define

$$
\begin{equation*}
J_{\prec}(X, Y):=\sum_{0 \leqslant m \leqslant n} R^{1}\left(\tilde{X}_{n}, \tilde{Y}_{m}\right)+\sum_{0 \leqslant n<m} R^{2}\left(\tilde{X}_{n}, \tilde{Y}_{m}\right) . \tag{7.36}
\end{equation*}
$$

We show below that the series converge uniformly. Note that $\sum_{n \geq 0} \tilde{X}_{n}(x)=X(x)-$ $X(0)$, hence $\sum_{n \geq 0} \delta \tilde{X}_{n}=\delta(X-X(0))=\delta X$, and similarly for $Y$. Applying (7.31), we get

$$
\begin{aligned}
\delta J_{\prec}(X, Y)_{s u t} & =\sum_{0 \leqslant m \leqslant n}\left(\delta \tilde{Y}_{n}\right)_{s u}\left(\delta \tilde{X}_{m}\right)_{u t}+\sum_{0 \leqslant n<m}\left(\delta \tilde{Y}_{n}\right)_{s u}\left(\delta \tilde{X}_{m}\right)_{u t} \\
& =\left(\sum_{n \geq 0}\left(\delta \tilde{Y}_{n}\right)_{s u}\right)\left(\sum_{m \geq 0}\left(\delta \tilde{X}_{m}\right)_{u t}\right)=\delta Y_{s u} \delta X_{u t},
\end{aligned}
$$

which proves (7.7). We now prove (7.6). Note that, by (7.34),

$$
\left|\left(\delta \tilde{X}_{n}\right)_{s t}\right| \leqslant\left\|\tilde{X}_{n}^{\prime}\right\|_{\infty}|t-s| \leqslant C\|\delta X\|_{\alpha} 2^{-\alpha n}\left(2^{n}|t-s|\right)
$$

but at the same time, always by (7.34),

$$
\left|\left(\delta \tilde{X}_{n}\right)_{s t}\right| \leqslant\left|\tilde{X}_{n}(s)\right|+\left|\tilde{X}_{n}(t)\right| \leqslant 2\left\|\tilde{X}_{n}\right\|_{\infty} \leqslant 2 C\|\delta X\|_{\alpha} 2^{-\alpha n} .
$$

Altogether, using the notation $x \wedge y:=\min \{x, y\}$,

$$
\left|\left(\delta \tilde{X}_{n}\right)_{s t}\right| \leqslant 2 C\|\delta X\|_{\alpha} 2^{-\alpha n}\left(2^{n}|t-s| \wedge 1\right) .
$$

Similarly

$$
\left|\left(\delta \tilde{Y}_{m}\right)_{s t}\right| \leqslant 2 C\|\delta Y\|_{\beta} 2^{-\beta m}\left(2^{m}|t-s| \wedge 1\right) .
$$

Recalling (7.30) and applying again (7.34), we get

$$
\begin{aligned}
\left|R^{1}\left(\tilde{X}_{n}, \tilde{Y}_{m}\right)_{s t}\right| & \leqslant\left\|\tilde{Y}_{m}\right\|_{\infty}\left|\left(\delta \tilde{X}_{n}\right)_{s t}\right| \\
& \leqslant 2 C^{2}\|\delta X\|_{\alpha}\|\delta Y\|_{\beta} 2^{-\alpha n} 2^{-\beta m}\left(2^{n}|t-s| \wedge 1\right)
\end{aligned}
$$

and similarly

$$
\begin{aligned}
\left|R^{2}\left(\tilde{X}_{n}, \tilde{Y}_{m}\right)_{s t}\right| & \leqslant\left\|\tilde{X}_{n}\right\|_{\infty}\left|\left(\delta \tilde{Y}_{m}\right)_{s t}\right| \\
& \leqslant 2 C^{2}\|\delta X\|_{\alpha}\|\delta Y\|_{\beta} 2^{-\alpha n} 2^{-\beta m}\left(2^{m}|t-s| \wedge 1\right)
\end{aligned}
$$

These relations show that the series in (7.36) converge indeed uniformly. We now plug these estimates into (7.36), getting

$$
\begin{gather*}
\left|J_{\prec}(X, Y)_{s t}\right| \leqslant 2 C^{2}\|\delta X\|_{\alpha}\|\delta Y\|_{\beta}\left(\sum_{0 \leqslant m \leqslant n} 2^{-\alpha n} 2^{-\beta m}\left(2^{m}|t-s| \wedge 1\right)\right. \\
\left.+\sum_{0 \leqslant n<m} 2^{-\alpha n} 2^{-\beta m}\left(2^{n}|t-s| \wedge 1\right)\right) . \tag{7.37}
\end{gather*}
$$

Let us set for convenience

$$
\bar{k}=\bar{k}_{s t}:=\log _{2} \frac{1}{|t-s|},
$$

so that $2^{m}|t-s| \leqslant 2$ if and only if $m \leqslant \bar{k}$. Since $\sum_{n=m}^{\infty} 2^{-\alpha n} \leqslant \frac{1}{1-2^{-\alpha}} 2^{-\alpha m}$, the first sum in (7.37) can be bounded as follows (neglecting the prefactor $\left(1-2^{-\alpha}\right)^{-1}$ ):

$$
\begin{aligned}
\sum_{m \geq 0} 2^{-(\alpha+\beta) m}\left(2^{m}|t-s| \wedge 1\right) & \leqslant|t-s| \sum_{\substack{0 \leq m<\bar{k}}} 2^{(1-\alpha-\beta) m}+\sum_{m \geq \bar{k}} 2^{-(\alpha+\beta) m} \\
& \leqslant|t-s| \frac{2^{(1-\alpha-\beta) \bar{k}}}{2^{1-\alpha-\beta}-1}+\frac{2^{-(\alpha+\beta) \bar{k}}}{1-2^{-(\alpha+\beta)}} \\
& \leqslant\left\{\frac{1}{2^{1-\alpha-\beta}-1}+\frac{1}{1-2^{-(\alpha+\beta)}}\right\}|t-s|^{\alpha+\beta}
\end{aligned}
$$

The same estimates apply to the second sum in (7.37), hence (7.6) is proved.
Remark 7.18. In the previous proof, if $\alpha+\beta=1$, then we have

$$
\sum_{0 \leqslant m<\bar{k}} \underbrace{2^{(1-\alpha-\beta) m}}_{=1}=\bar{k}=\log _{2} \frac{1}{|t-s|}
$$

and therefore we obtain, instead of (7.6), that

$$
\left|J_{\prec}(f, g)\right|_{s t} \lesssim|t-s| \log \frac{1}{|t-s|}, \quad 0 \leqslant s<t \leqslant T .
$$

## Chapter 8

## Geometric rough paths

### 8.1. GEOMETRIC ROUGH PATHS

We recall that the set of smooth paths $C^{1}$ is not dense in $\mathcal{C}^{\alpha}$, but its closure is quite large, because it contains $\mathcal{C}^{\alpha^{\prime}}$ for all $\alpha^{\prime}>\alpha$. The situation is different for rough paths: the set $\mathcal{R}_{1, d}$ of canonical rough paths over smooth paths is again not dense in $\mathcal{R}_{\alpha, d}$, but its closure is a significantly smaller set, that we now describe.

Definition 8.1. The closure of $\mathcal{R}_{1, d}$ in $\mathcal{R}_{\alpha, d}$ for $\left.\left.\alpha \in\right] \frac{1}{3}, 1\right]$ is denoted by $\mathcal{R}_{\alpha, d}^{\mathrm{g}}$ and its elements are called geometric rough paths.

For smooth paths $f, g \in C^{1}$, the integration by parts formula holds:

$$
\int_{s}^{t} f(u) \mathrm{d} g(u)=f(t) g(t)-f(s) g(s)-\int_{s}^{t} g(u) \mathrm{d} f(u)
$$

It follows that

$$
\int_{s}^{t}(f(u)-f(s)) \mathrm{d} g(u)+\int_{s}^{t}(g(u)-g(s)) \mathrm{d} f(u)=(f(t)-f(s))(g(t)-g(s)) .
$$

We have seen in Proposition 6.7 that the same formula holds if $(f, g) \in \mathcal{C}^{\alpha} \times \mathcal{C}^{\beta}$ with $\alpha+\beta>1$ and the integral is in the Young sense.

Given a smooth path $X \in C^{1}$, define $\mathbb{X}^{2}$ by (7.26) as an ordinary integral (i.e. $\left(\mathbb{X}^{1}, \mathbb{X}^{2}\right)$ is the canonical rough path over $X$ ). The previous relation for $f=X_{i}$ and $g=X_{j}$ shows that

$$
\begin{equation*}
\left(\mathbb{X}_{s t}^{2}\right)^{i j}+\left(\mathbb{X}_{s t}^{2}\right)^{j i}=\left(\mathbb{X}_{s t}^{1}\right)^{i}\left(\mathbb{X}_{s t}^{1}\right)^{j} \tag{8.1}
\end{equation*}
$$

This relation is called the shuffle relation: for $i=j$ it identifies $\mathbb{X}_{i i}^{2}$ in terms of $X_{i}$ :

$$
\begin{equation*}
\left(\mathbb{X}_{s t}^{2}\right)^{i i}=\frac{1}{2}\left(\left(\mathbb{X}_{s t}^{1}\right)^{i}\right)^{2}, \tag{8.2}
\end{equation*}
$$

while for $i \neq j$ it expresses $\left(\mathbb{X}^{2}\right)^{i j}$ in terms of $\left(\mathbb{X}^{1}\right)^{i},\left(\mathbb{X}^{1}\right)^{j},\left(\mathbb{X}^{2}\right)^{j i}$. Denoting by $\operatorname{Sym}\left(\mathbb{X}^{2}\right):=\frac{1}{2}\left(\mathbb{X}^{2}+\left(\mathbb{X}^{2}\right)^{T}\right)$ the symmetric part of $\mathbb{X}^{2}$, we can rewrite the shuffle relation more compactly as follows:

$$
\begin{equation*}
\operatorname{Sym}\left(\mathbb{X}^{2}\right)=\frac{1}{2} \mathbb{X}^{1} \otimes \mathbb{X}^{1} \tag{8.3}
\end{equation*}
$$

Definition 8.2. Rough paths in $\mathcal{R}_{\alpha, d}$ that satisfy the shuffle relation (8.1)-(8.3) are called weakly geometric and denoted by $\mathcal{R}_{\alpha, d}^{\mathrm{wg}}$.

Exercise 8.1. For $\alpha>\frac{1}{2}$ we have $\mathcal{R}_{\alpha, d}=\mathcal{R}_{\alpha, d}^{\mathrm{wg}}$ (every rough path is weakly geometric).
We can now show that the closure of $\mathcal{R}_{1, d}$ in $\mathcal{R}_{\alpha, d}$ is included in $\mathcal{R}_{\alpha, d}^{\mathrm{wg}}$.
Lemma 8.3. Geometric rough paths are weakly geometric: $\mathcal{R}_{\alpha, d}^{\mathrm{g}} \subset \mathcal{R}_{\alpha, d}^{\mathrm{wg}}$ for any $\alpha \in\left(\frac{1}{3}\right.$, 1), with a strict inclusion.

Proof. Canonical rough paths $\left(\mathbb{X}^{1}, \mathbb{X}^{2}\right) \in \mathcal{R}_{1, d}$ over smooth paths satisfy the shuffle relation (8.1)-(8.3). Geometric rough paths are by definition limits in $\mathcal{R}_{\alpha, d}$ of smooth paths in $\mathcal{R}_{1, d}$. Since convergence in $\mathcal{R}_{\alpha, d}$ implies pointwise convergence, geometric rough paths satisfy the shuffle relation too. This shows that $\mathcal{R}_{\alpha, d}^{\mathrm{g}} \subset \mathcal{R}_{\alpha, d}^{\mathrm{wg}}$.

To prove that the inclusion $\mathcal{R}_{\alpha, d}^{\mathrm{g}} \subset \mathcal{R}_{\alpha, d}^{\mathrm{wg}}$ is strict, it suffices to consider a weakly geometric rough path $\left(\mathbb{X}^{1}, \mathbb{X}^{2}\right) \in \mathcal{R}_{\alpha, d}^{\text {wg }}$ which lies above a path $X \in \mathcal{C}^{\alpha}$ which is not in the closure of $C^{1}$. Such a path is not geometric (recall that $\left(\mathbb{X}_{n}^{1}, \mathbb{X}_{n}^{2}\right) \rightarrow\left(\mathbb{X}^{1}, \mathbb{X}^{2}\right)$ in $\mathcal{R}_{\alpha, d}$ implies $\mathbb{X}_{n}^{1} \rightarrow \mathbb{X}^{1}$ in $C_{2}^{\alpha}$ ).

To prove the existence of such a rough path, in the one-dimensional case $d=1$ it is enough to consider the one provided by (7.19), which is by construction weakly geometric, since the shuffle relation reduces to $\mathbb{X}_{s t}^{2}:=\frac{1}{2}\left(\mathbb{X}_{s t}^{1}\right)^{2}$.

Although the inclusion $\mathcal{R}_{\alpha, d}^{\mathrm{g}} \subset \mathcal{R}_{\alpha, d}^{\mathrm{wg}}$ is strict, what is left out turns out to be not so large. More precisely, recalling that $\mathcal{R}_{\alpha, d}^{\mathrm{g}}$ is the closure of $\mathcal{R}_{1, d}$ in $\mathcal{R}_{\alpha, d}$, we have a result which is similar to what happens for Hölder spaces, with the important difference that the whole space $\mathcal{R}_{\alpha, d}$ is replaced by $\mathcal{R}_{\alpha, d}^{\mathrm{wg}}$. The proof is non-trivial and we omit it.

Proposition 8.4. For any $\frac{1}{3}<\alpha^{\prime}<\alpha<1$ one has $\mathcal{R}_{\alpha, d}^{\mathrm{wg}} \subseteq \mathcal{R}_{\alpha^{\prime}, d}^{\mathrm{g}}$. This means that for any $\mathbb{X} \in \mathcal{R}_{\alpha, d}^{\mathrm{wg}}$ there is a sequence $\mathbb{X}_{n} \in \mathcal{R}_{1, d}$ such that $\mathbb{X}_{n} \rightarrow \mathbb{X}$ in $\mathcal{R}_{\alpha^{\prime}, d}$.

We stress that the notion of "weakly geometric" rough path depends only on the function $\mathbb{X}=\left(\mathbb{X}^{1}, \mathbb{X}^{2}\right)$, but the notion of "geometric" rough path depends also on the chosen space $\mathcal{R}_{\alpha, d}$. Given a weakly geometric rough path $\mathbb{X} \in \mathcal{R}_{\alpha, d}$, even though $\mathbb{X}$ may fail to be geometric in $\mathcal{R}_{\alpha, d}$, it is certainly geometric in $\mathcal{R}_{\alpha^{\prime}, d}$ for all $\alpha^{\prime}<\alpha$. In this sense, every weakly geometric rough path is a geometric rough path, of a possibly slightly lower regularity.

Finally we note the following
Proposition 8.5. Let $\alpha \in\left(\frac{1}{2}, 1\right)$ and $X \in \mathcal{C}^{\alpha}\left([0, T] ; \mathbb{R}^{d}\right)$. The canonical $\alpha$-rough path constructed in Lemma 7.14 is geometric.

Proof. We recall that by the Chen relation

$$
\delta\left(\mathbb{X}^{2}\right)_{s u t}^{i j}=\delta X_{s u}^{i} \delta X_{u t}^{j}, \quad \delta\left(\mathbb{X}^{2}\right)_{s u t}^{j i}=\delta X_{s u}^{j} \delta X_{u t}^{i},
$$

so that

$$
\delta\left[\left(\mathbb{X}^{2}\right)^{i j}+\left(\mathbb{X}^{2}\right)^{j i}\right]_{s u t}=\delta X_{s u}^{i} \delta X_{u t}^{j}+\delta X_{s u}^{j} \delta X_{u t}^{i} .
$$

On the other hand by a simple computation

$$
\delta\left[\delta X^{i} \delta X^{j}\right]_{s u t}=\delta X_{s u}^{i} \delta X_{u t}^{j}+\delta X_{s u}^{j} \delta X_{u t}^{i} .
$$

Therefore $\left(\mathbb{X}^{2}\right)^{i j}+\left(\mathbb{X}^{2}\right)^{j i}-\delta X^{i} \delta X^{j}=\delta f$ for some $f \in C_{1}$ such that $\delta f \in C_{2}^{2 \alpha}$. Since $2 \alpha>1$, we obtain that $\delta f \equiv 0$.

Note that Proposition 8.5 can be seen as a consequence of the integration by parts formula satisfied by the Young integral, see Proposition 6.7.

### 8.2. The Stratonovich rough path

Let $\left(B_{t}\right)_{t \geqslant 0}$ be a $d$-dimensional Brownian motion. We have seen in Theorem 4.2 that the $\mathbb{B}=\left(\mathbb{B}^{1}, \mathbb{B}^{2}\right)$, defined by

$$
\mathbb{B}_{s t}^{1}:=\delta B_{s t}, \quad \mathbb{B}_{s t}^{2}:=\int_{s}^{t} \mathbb{B}_{s r}^{1} \otimes \mathrm{~d} B_{r}, \quad 0 \leqslant s \leqslant t \leqslant T
$$

with an Itô integral, defines a.s. a $\alpha$-rough path for all $\alpha \in\left(\frac{1}{3}, \frac{1}{2}\right)$, that we can call the Itô rough path. As in section 4.4 we modify now this definition and we set

$$
\overline{\mathbb{B}}_{s t}^{1}:=\delta B_{s t}, \quad \overline{\mathbb{B}}_{s t}^{2}:=\int_{s}^{t} \overline{\mathbb{B}}_{s r}^{1} \otimes \operatorname{od} B_{r}, \quad 0 \leqslant s \leqslant t \leqslant T
$$

where o denotes Stratonovich integration, namely

$$
\overline{\mathbb{B}}_{s t}^{1}:=\delta B_{s t}, \quad \overline{\mathbb{B}}_{s t}^{2}:=\int_{s}^{t}\left(B_{r}-B_{s}\right) \otimes \mathrm{d} B_{r}+\frac{t-s}{2} I, \quad 0 \leqslant s \leqslant t \leqslant T
$$

with $I$ the identity matrix in $\mathbb{R}^{d} \otimes \mathbb{R}^{d}$. By Lemma $7.15, \overline{\mathbb{B}}=\left(\overline{\mathbb{B}}^{1}, \overline{\mathbb{B}}^{2}\right)$ defines a $\alpha$ rough path for all $\alpha \in\left(\frac{1}{3}, \frac{1}{2}\right)$, that we call the Stratonovich rough path. Now we show that $\overline{\mathbb{B}}$ is geometric. We recall that the integration by parts formula reads in this case

$$
B_{t}^{i} B_{t}^{j}-B_{s}^{i} B_{s}^{j}=\int_{s}^{t} B_{r}^{i} \circ \mathrm{~d} B_{r}^{j}+\int_{s}^{t} B_{r}^{j} \circ \mathrm{~d} B_{r}^{i}, \quad 0 \leqslant s \leqslant t
$$

Moreover

$$
\int_{s}^{t} B_{s}^{i} \circ \mathrm{~d} B_{r}^{j}=B_{s}^{i}\left(B_{t}^{j}-B_{s}^{j}\right)
$$

Therefore

$$
\begin{aligned}
\left(\overline{\mathbb{B}}_{s t}^{2}\right)^{i j}+\left(\overline{\mathbb{B}}_{s t}^{2}\right)^{j i} & =B_{t}^{i} B_{t}^{j}-B_{s}^{i} B_{s}^{j}-B_{s}^{i}\left(B_{t}^{j}-B_{s}^{j}\right)-B_{s}^{j}\left(B_{t}^{i}-B_{s}^{i}\right) \\
& =\left(B_{t}^{i}-B_{s}^{i}\right)\left(B_{t}^{j}-B_{s}^{j}\right)=\left[\overline{\mathbb{B}}_{s t}^{1} \otimes \overline{\mathbb{B}}_{s t}^{1}\right]^{i j} .
\end{aligned}
$$

As in the remark following Proposition 8.5, also in the case of the Stratonovich rough path an integration by parts formula is at the heart of the geometric property.

On the other hand, the Itô rough path is not geometric, since the integration by parts formula with Itô integrals reads for $i=j$

$$
\left(B_{t}^{i}\right)^{2}-\left(B_{s}^{i}\right)^{2}=2 \int_{s}^{t} B_{r}^{i} \mathrm{~d} B_{r}^{i}+(t-s), \quad 0 \leqslant s \leqslant t
$$

and moreover we have

$$
\int_{s}^{t} B_{s}^{i} \mathrm{~d} B_{r}^{i}=B_{s}^{i}\left(B_{t}^{i}-B_{s}^{i}\right)
$$

Therefore by the definition of $\mathbb{B}_{s t}^{2}$

$$
\begin{aligned}
2\left(\mathbb{B}_{s t}^{2}\right)^{i i} & =\left(B_{t}^{i}\right)^{2}-\left(B_{s}^{i}\right)^{2}-2 B_{s}^{i}\left(B_{t}^{i}-B_{s}^{i}\right)-(t-s) \\
& =\left(B_{t}^{i}-B_{s}^{i}\right)^{2}-(t-s) \\
& =\left[\mathbb{B}_{s t}^{1} \otimes \mathbb{B}_{s t}^{1}\right]^{i i}-(t-s) \\
& \neq\left[\mathbb{B}_{s t}^{1} \otimes \mathbb{B}_{s t}^{1}\right]^{i i} .
\end{aligned}
$$

Note that for $i \neq j$ we do obtain $\left(\mathbb{B}_{s t}^{2}\right)^{i j}+\left(\mathbb{B}_{s t}^{2}\right)^{j i}=\left[\mathbb{B}_{s t}^{1} \otimes \mathbb{B}_{s t}^{1}\right]^{i j}$.

### 8.3. NON-GEOMETRIC ROUGH PATHS

We next consider generic rough paths. These cannot be approximated by canonical rough paths over smooth paths. However we have

LEmma 8.6. Given an arbitrary rough path $\left(\mathbb{X}^{1}, \mathbb{X}^{2}\right) \in \mathcal{R}_{\alpha, d}$ lying above $X$, there is always a weakly geometric rough path $\left(\mathbb{X}^{1}, \tilde{\mathbb{X}}^{2}\right) \in \mathcal{R}_{\alpha, d}^{\mathrm{wg}}$ lying above the same path $X$.

Proof. It suffice to define $\tilde{\mathbb{X}}_{i j}^{2}:=\mathbb{X}_{i j}^{2}$ for all $i>j$ and use the shuffle relation to define the remaining entries of $\tilde{\mathbb{X}}^{2}$, i.e. $\tilde{\mathbb{X}}_{i i}^{2}:=\frac{1}{2}\left(\mathbb{X}_{i}^{1}\right)^{2}$ and $\tilde{\mathbb{X}}_{i j}^{2}:=\mathbb{X}_{i}^{1} \mathbb{X}_{j}^{1}-\mathbb{X}_{j i}^{2}$ for all $i<j$. In this way ( $\mathbb{X}^{1}, \tilde{\mathbb{X}}^{2}$ ) satisfies the shuffle relation by construction and it is easy to check that $\tilde{\mathbb{X}}^{2} \in C_{2}^{2 \alpha}$.

It remains to prove that the Chen relation (7.21) holds for ( $\mathbb{X}^{1}, \tilde{\mathbb{X}}^{2}$ ), that is

$$
\delta \tilde{\mathbb{X}}_{i j}^{2}(s, u, t)=\mathbb{X}_{i}^{1}(s, u) \mathbb{X}_{j}^{1}(u, t)
$$

If $i>j$ this holds because $\tilde{\mathbb{X}}_{i j}^{2}=\mathbb{X}_{i j}^{2}$, so we only need to consider $i=j$ and $i<j$. Note that if we define $A_{s t}:=\delta f_{s t} \delta g_{s t}$, for arbitrary $f, g:[a, b] \rightarrow \mathbb{R}$, we have

$$
\begin{aligned}
\delta A_{s u t} & =\delta f_{s t} \delta g_{s t}-\delta f_{s u} \delta g_{s u}-\delta f_{u t} \delta g_{u t} \\
& =\left(\delta f_{s u}+\delta f_{u t}\right) \delta g_{s t}-\delta f_{s u} \delta g_{s u}-\delta f_{u t} \delta g_{u t} \\
& =\delta f_{s u} \delta g_{u t}+\delta g_{s u} \delta f_{u t} .
\end{aligned}
$$

Applying this to $f=X^{i}$ and $g=X^{j}$ yields, for $i<j$,

$$
\begin{aligned}
\delta \tilde{\mathbb{X}}_{i j}^{2}(s, u, t) & =\delta\left(\mathbb{X}_{i}^{1} \mathbb{X}_{j}^{1}-\mathbb{X}_{j i}^{2}\right)(s, u, t) \\
& =\mathbb{X}_{i}^{1}(s, u) \mathbb{X}_{j}^{1}(u, t)+\mathbb{X}_{j}^{1}(s, u) \mathbb{X}_{i}^{1}(u, t)-\mathbb{X}_{j}^{1}(s, u) \mathbb{X}_{i}^{1}(u, t) \\
& =\mathbb{X}_{i}^{1}(s, u) \mathbb{X}_{j}^{1}(u, t)
\end{aligned}
$$

Similarly, choosing $f=g=X_{i}$ gives $\delta \tilde{\mathbb{X}}_{i i}^{2}(s, u, t)=\mathbb{X}_{i}^{1}(s, u) \mathbb{X}_{i}^{1}(u, t)$.
As a corollary, we obtain a useful approximation result.
Proposition 8.7. For any rough path $\left(\mathbb{X}^{1}, \mathbb{X}^{2}\right) \in \mathcal{R}_{\alpha, d}$, there is a function $f \in$ $\mathcal{C}^{2 \alpha}\left([0, T] ; \mathbb{R}^{d} \otimes \mathbb{R}^{d}\right)$ and a sequence of canonical rough paths over smooth paths $\left(\mathbb{X}_{n}^{1}\right.$, $\left.\mathbb{X}_{n}^{2}\right) \in \mathcal{R}_{1, d}$ such that

$$
\left(\mathbb{X}_{n}^{1}, \mathbb{X}_{n}^{2}+\delta f\right) \rightarrow\left(\mathbb{X}^{1}, \mathbb{X}^{2}\right) \quad \text { in } \mathcal{R}_{\alpha^{\prime}, d}, \quad \forall \alpha^{\prime} \in\left(\frac{1}{3}, \alpha\right)
$$

Proof. By Lemma 8.6 there is a weakly geometric rough path ( $\mathbb{X}^{1}, \tilde{\mathbb{X}}^{2}$ ) lying above the same path $X$. Then $\mathbb{X}^{2}-\tilde{\mathbb{X}}^{2}=\delta f$ for some $f \in \mathcal{C}^{2 \alpha}\left([0, T] ; \mathbb{R}^{d} \otimes \mathbb{R}^{d}\right)$, by Lemma 7.15. By Proposition 8.4, there is a sequence $\left(\mathbb{X}_{n}^{1}, \mathbb{X}_{n}^{2}\right) \in \mathcal{R}_{1, d}$ such that $\left(\mathbb{X}_{n}^{1}, \mathbb{X}_{n}^{2}\right) \rightarrow\left(\mathbb{X}^{1}, \tilde{\mathbb{X}}^{2}\right)$ in $\mathcal{R}_{\alpha^{\prime}, d}$, for any $\alpha^{\prime}<\alpha$. It follows that $\left(\mathbb{X}_{n}^{1}, \mathbb{X}_{n}^{2}+\delta f\right) \rightarrow\left(\mathbb{X}^{1}\right.$, $\left.\tilde{\mathbb{X}}^{2}+\delta f\right)=\left(\mathbb{X}^{1}, \mathbb{X}^{2}\right)$.

### 8.4. Pure area rough paths

Given $X \in \mathcal{C}^{\alpha}$, we have defined in Definition 3.2 the subset $\mathcal{R}_{\alpha, d}(X)$ of rough paths $\left(\mathbb{X}^{1}, \mathbb{X}^{2}\right) \in \mathcal{R}_{\alpha, d}$ lying above $X$, i.e. such that $\mathbb{X}^{1}=\delta X$. The case of $\mathbb{X}^{1} \equiv 0$ is particularly interesting:

DEfinition 8.8. The elements of $\mathcal{R}_{\alpha, d}(0)$, i.e. those of the form $\mathbb{X}=\left(0, \mathbb{X}^{2}\right)$, are called pure area rough paths.

Pure area rough paths are very explicit. Let us denote by $\left(\mathbb{R}^{d \times d}\right)$ a the subspace of $\mathbb{R}^{d \times d}$ given by antisymmetric matrices.

LEmma 8.9. $\mathbb{X}=\left(0, \mathbb{X}^{2}\right)$ is a pure area $\alpha$-rough path if and only if $\mathbb{X}^{2}=\delta f$, for some $f \in \mathcal{C}^{2 \alpha}\left([0, T] ; \mathbb{R}^{d \times d}\right)$. Such rough path is weakly geometric if and only if $\mathbb{X}_{s t}^{2} \in$ $\left(\mathbb{R}^{d \times d}\right)^{\mathrm{a}}$, i.e. $\mathbb{X}_{s t}^{2}$ is an antisymmetric matrix, for all $s, t \in[0, T]_{\leqslant}^{2} ;$ equivalently, we can take $f \in \mathcal{C}^{2 \alpha}\left([0, T] ;\left(\mathbb{R}^{d \times d}\right)^{\mathrm{a}}\right)$.

Proof. Since $(0,0)$ is a rough path, it follows by Lemma 7.15 that for all (pure area) rough paths $\left(0, \mathbb{X}^{2}\right)$ we have $\mathbb{X}^{2}=\delta f$ for some $f \in \mathcal{C}^{2 \alpha}$. We may assume that $f(0)=0$ (just redefine $f(t)$ as $f(t)-f(0)$ ). Since $\mathbb{X}^{1}=0$, the shuffle relation (8.3) becomes $\operatorname{Sym}\left(\mathbb{X}^{2}\right)=0$, i.e. $\mathbb{X}_{s t}^{2}$ is an antisymmetric matrix. Then $f(t)=f(t)-f(0)=\mathbb{X}_{0 t}^{2}$ is antisymmetric too.

Note that the set $\mathcal{R}_{\alpha, d}(0)$ of pure area rough paths is a vector space, because the Chen relation (7.21) reduces to the linear relation $\delta \mathbb{X}^{2}=0$. Here is the link with general rough paths.

Proposition 8.10. The set $\mathcal{R}_{\alpha, d}(X)$ of rough paths laying above a given path $X$ is an affine space, with associated vector space $\mathcal{R}_{\alpha, d}(0)$, the space of pure area rough paths.

Proof. Given rough paths $\mathbb{X}=\left(\mathbb{X}^{1}, \mathbb{X}^{2}\right)$ and $\overline{\mathbb{X}}=\left(\mathbb{X}^{1}, \overline{\mathbb{X}}^{2}\right)$ lying above the same path $X$, their difference $\mathbb{X}-\overline{\mathbb{X}}=\left(0, \mathbb{X}^{2}-\overline{\mathbb{X}}^{2}\right)$ is a pure area rough path, because it satisfies the Chen relation $\delta\left(\mathbb{X}^{2}-\overline{\mathbb{X}}^{2}\right)=0\left(\right.$ since $\left.\delta \mathbb{X}^{2}=\mathbb{X}^{1} \otimes \mathbb{X}^{1}=\delta \overline{\mathbb{X}}^{2}\right)$.

Alternatively, Lemma 7.15 yields $\mathbb{X}^{2}-\overline{\mathbb{X}}^{2}=\delta f$ for some $f \in \mathcal{C}^{2 \alpha}$, hence $\left(0, \mathbb{X}^{2}-\right.$ $\left.\overline{\mathbb{X}}^{2}\right)$ is a pure area rough path by Lemma 8.9.

We have seen in Section 7.8 how pure area rough paths can arise concretely as limits of canonical rough paths associated with smooth paths.

### 8.5. Doss-Sussmann

In this section we suppose that $\sigma: \mathbb{R}^{k} \rightarrow \mathbb{R}^{k} \otimes\left(\mathbb{R}^{d}\right)^{*}$ is such that for all $i \in\{1, \ldots, k\}$ the $d \times d$ matrix $\left(\left(\sigma_{2}\right)_{j \ell}^{i}\right)_{j \ell}$ is symmetric, namely by (3.5) we have the Frobenius condition
$\sum_{a=1}^{k} \sigma_{\ell}^{a}(y) \partial_{a} \sigma_{j}^{i}(y)=\sum_{a=1}^{k} \sigma_{j}^{a}(y) \partial \sigma_{\ell}^{i}(y), \quad \forall y \in \mathbb{R}^{k}, i \in\{1, \ldots, k\}, j, \ell \in\{1, \ldots, d\}$.
If we introduce the vector fields $\left(X_{j}\right)_{j=1, \ldots, d}$ on $\mathbb{R}^{k}$ :

$$
X_{j} f:=\sum_{a=1}^{k} \sigma_{j}^{a} \partial_{a} f, \quad f \in C^{\infty}\left(\mathbb{R}^{k}\right)
$$

then the Frobenius condition (8.4) is equivalent to the commutation relation

$$
X_{j} \circ X_{\ell}=X_{\ell} \circ X_{j}, \quad j, \ell \in\{1, \ldots, d\} .
$$

For example, if $k=d=2$ and we consider

$$
\sigma_{j}^{i}(y)=\mathbb{1}_{\{i=j\}} y_{i},
$$

namely

$$
\sigma(y)=\left(\begin{array}{cc}
y_{1} & 0 \\
0 & y_{2}
\end{array}\right), \quad y=\left(y_{1}, y_{2}\right) \in \mathbb{R}^{2}
$$

then

$$
\partial_{a} \sigma_{j}^{i}(y)=\mathbb{1}_{\{i=j=a\}},
$$

and

$$
\left(\sigma_{2}\right)_{j \ell}^{i}(y)=\sum_{a=1}^{2} \partial_{a} \sigma_{j}^{i}(y) \sigma_{\ell}^{a}(y)=\mathbb{1}_{\{i=j=\ell\}} y_{i},
$$

which is clearly symmetric in $(j, \ell)$.
If the Frobenius condition (8.4) holds and $\mathbb{X}=\left(\mathbb{X}^{1}, \mathbb{X}^{2}\right)$ is a weakly geometric $\alpha$ rough path, we obtain

$$
\begin{align*}
\left(\sigma_{2}(y) \mathbb{X}^{2}\right)^{i} & =\sum_{a, b=1}^{2}\left(\sigma_{2}\right)_{a b}^{i}(y)\left(\mathbb{X}^{2}\right)^{b a} \\
& =\sum_{a, b=1}^{2} \frac{1}{2}\left\{\left(\sigma_{2}\right)_{a b}^{i}+\left(\sigma_{2}\right)_{b a}^{i}\right\}(y)\left(\mathbb{X}^{2}\right)^{b a} \\
& =\frac{1}{2} \sum_{a, b=1}^{2}\left(\sigma_{2}\right)_{a b}^{i}(y)\left\{\left(\mathbb{X}^{2}\right)^{a b}+\left(\mathbb{X}^{2}\right)^{b a}\right\} \\
& =\frac{1}{2} \sum_{a, b=1}^{2}\left(\sigma_{2}\right)_{a b}^{i}(y)\left(\mathbb{X}^{1}\right)^{a}\left(\mathbb{X}^{1}\right)^{b}  \tag{8.5}\\
& =\frac{1}{2}\left(\sigma_{2}(y)\left(\mathbb{X}^{1} \otimes \mathbb{X}^{1}\right)\right)^{i} .
\end{align*}
$$

In this case it turns out that the solution $Z$ to the associated finite difference equation is a function of $\mathbb{X}^{1}$ alone since (3.19) is equivalent to

$$
\begin{equation*}
\left|Z_{s t}^{[3]}\right| \lesssim|t-s|^{3 \alpha}, \quad Z_{s t}^{[3]}=\delta Z_{s t}-\sigma\left(Z_{s}\right) \mathbb{X}_{s t}^{1}-\frac{1}{2} \sigma_{2}\left(Z_{s}\right)\left(\mathbb{X}_{s t}^{1} \otimes \mathbb{X}_{s t}^{1}\right) \tag{8.6}
\end{equation*}
$$

Arguing as in the proof of the proof of Theorem 3.11, it can be seen that the map $\left(Z_{0}, \mathbb{X}^{1}\right) \mapsto Z$ is continuous.

Proposition 8.11. Let $M>0$ and let us suppose that $\mathbb{X}$ is a weakly geometric rough path and $\sigma: \mathbb{R}^{k} \rightarrow \mathbb{R}^{k} \otimes\left(\mathbb{R}^{d}\right)^{*}$ satisfies the Frobenius condition (8.4). If

$$
\max \left\{\left|\sigma\left(Z_{0}\right)\right|+\left|\sigma\left(\bar{Z}_{0}\right)\right|+\left|\sigma_{2}\left(\bar{Z}_{0}\right)\right|,\left\|\mathbb{X}^{1}\right\|_{\alpha},\left\|\overline{\mathbb{X}}^{1}\right\|_{\alpha}\right\} \leqslant M
$$

then for every $T>0$ there are $\hat{\tau}_{M, D, T}, C_{M, D, T}>0$ such that for $\left.\left.\tau \in\right] 0, \hat{\tau}_{M, D, T}\right]$

$$
\begin{aligned}
& \|Z-\bar{Z}\|_{\infty, \tau}+\|\delta Z-\delta \bar{Z}\|_{\alpha, \tau}+\left\|Z^{[2]}-\bar{Z}^{[2]}\right\|_{2 \alpha, \tau} \leqslant \\
& \quad \leqslant C_{M, D, T}\left(\left|Z_{0}-\bar{Z}_{0}\right|+\left\|\mathbb{X}^{1}-\overline{\mathbb{X}}^{1}\right\|_{\alpha}\right) .
\end{aligned}
$$

Proof. The proof follows from the same arguments as in the proof of Theorem 3.11, if one uses the algebraic relations for $Y^{[3]}:=Z^{[3]}-\bar{Z}^{[3]}$ and $\delta Y^{[3]}:=\delta Z^{[3]}-\delta \bar{Z}^{[3]}$ obtained by replacing $\mathbb{X}^{2}$ with $\frac{1}{2} \mathbb{X}^{1} \otimes \mathbb{X}^{1}$, as in

$$
\begin{aligned}
Z_{s t}^{[3]} & =\delta Z_{s t}-\sigma\left(Z_{s}\right) \mathbb{X}_{s t}^{1}-\frac{1}{2} \sigma_{2}\left(Z_{s}\right)\left(\mathbb{X}_{s t}^{1} \otimes \mathbb{X}_{s t}^{1}\right), \\
\delta Z_{s u t}^{[3]} & =\left(\sigma\left(Z_{u}\right)-\sigma\left(Z_{s}\right)-\sigma_{2}\left(Z_{s}\right) \mathbb{X}_{s u}^{1}\right) \mathbb{X}_{u t}^{1}+\frac{1}{2} \delta \sigma_{2}(Z)_{s u}\left(\mathbb{X}_{u t}^{1} \otimes \mathbb{X}_{u t}^{1}\right),
\end{aligned}
$$

and analogously for $\bar{Z}^{[3]}, \delta \bar{Z}^{[3]}$. One can also note the simple estimate

$$
\left\|\mathbb{X}^{1} \otimes \mathbb{X}^{1}-\overline{\mathbb{X}}^{1} \otimes \overline{\mathbb{X}}^{1}\right\|_{2 \alpha} \leqslant\left\|\mathbb{X}^{1}-\overline{\mathbb{X}}^{1}\right\|_{\alpha}\left(\left\|\mathbb{X}^{1}\right\|_{\alpha}+\left\|\overline{\mathbb{X}}^{1}\right\|_{\alpha}\right)
$$

The rest of the proof is identical to that of Theorem 3.11.
Remark 8.12. Doss and Sussmann prove a continuity result in the sup-norm.

### 8.6. LACK OF CONTINUITY (AGAIN)

In section 8.5 we have seen that, under appropriate conditions on $\sigma$, the map ( $Z_{0}$, $\left.\mathbb{X}^{1}\right) \mapsto Z$ is continuous if $\mathbb{X}=\left(\mathbb{X}^{1}, \mathbb{X}^{2}\right)$ varies in the class of weakly geometric rough paths. In this section we show that this is not a general fact, and the continuity result of Proposition 3.11 can not be improved in general.

More precisely, we consider the sequence $\mathbb{X}_{n}=\left(\mathbb{X}_{n}^{1}, \mathbb{X}_{n}^{2}\right)$ such that $\mathbb{X}_{n}^{1} \rightarrow 0, \mathbb{X}_{n}^{2} \rightarrow$ $\mathbb{X}^{2} \neq 0$ constructed in Section 7.8 and we provide an explicit $\sigma: \mathbb{R}^{k} \rightarrow \mathbb{R}^{k} \otimes\left(\mathbb{R}^{d}\right)^{*}$ one such that the solution $Z^{n}$ to the finite difference equation

$$
\delta Z_{s t}^{n}-\sigma\left(Z_{s}^{n}\right)\left(\mathbb{X}_{n}^{1}\right)_{s t}-\sigma_{2}\left(Z_{s}^{n}\right)\left(\mathbb{X}_{n}^{2}\right)_{s t}=o(t-s)
$$

is not a continuous function of $\left(Z_{0}, \mathbb{X}^{1}\right)$ (but only of $\left(Z_{0}, \mathbb{X}^{1}, \mathbb{X}^{2}\right)$ ).

For $y_{1}, y_{2} \in \mathbb{R}, \sigma: \mathbb{R}^{2} \rightarrow \mathbb{R}^{2} \otimes\left(\mathbb{R}^{2}\right)^{*}$, we set

In coordinates,

$$
y=\binom{y_{1}}{y_{2}}, \quad \sigma(y):=\left(\begin{array}{cc}
y_{2} & 0 \\
0 & y_{1}
\end{array}\right) .
$$

$$
\sigma_{j}^{i}(y)=\mathbb{1}_{\{i=j=1\}} y_{2}+\mathbb{1}_{\{i=j=2\}} y_{1} .
$$

If we compute the partial derivative

$$
\frac{\partial \sigma_{j}^{i}(y)}{\partial y_{a}}=\mathbb{1}_{\{i=j \neq a\}}, \quad a \in\{1,2\},
$$

we obtain the expression for $\sigma_{2}$

$$
\left(\sigma_{2}\right)_{j \ell}^{i}(y)=\sum_{a=1}^{2} \partial_{a} \sigma_{j}^{i}(y) \sigma_{\ell}^{a}(y)=\mathbb{1}_{\{i=j \neq \ell\}} y_{\ell} .
$$

Note that $\sigma_{2}$ is not symmetric with respect to $(j, \ell)$ i.e. $\left(\sigma_{2}\right)_{j \ell}^{i} \neq\left(\sigma_{2}\right)_{\ell j}^{i}$, namely it does not satisfy the Frobenius condition (8.4). By taking $\mathbb{X}^{2}$ from Section 7.8, we compute

$$
\left(\sigma_{2}(y) \mathbb{X}^{2}\right)^{i}=\sum_{a, b=1}^{2}\left(\sigma_{2}\right)_{a b}^{i}(y)\left(\mathbb{X}^{2}\right)^{b a}=\frac{t-s}{2}\left(\mathbb{1}_{\{i=2\}} y_{1}-\mathbb{1}_{\{i=1\}} y_{2}\right)
$$

Since we have already shown that $\mathbb{X}^{1}=0$, we get

$$
\dot{y}=\frac{1}{2}\left(\begin{array}{cc}
0 & -1 \\
1 & 0
\end{array}\right) y,
$$

we can conclude that the solution $y$ is in the form of exponential different from a constant.

## Chapter 9

## Rough integration

### 9.1. CONTROLLED PATHS

We fix $\left.\alpha \in] \frac{1}{3}, \frac{1}{2}\right], X \in \mathcal{C}^{\alpha}\left([0, T] ; \mathbb{R}^{d}\right)$. We recall that fixing a $\alpha$-rough path $\mathbb{X}$ over $X$ as in Definition 7.9 is equivalent to choosing a solution $\left(I, \mathbb{X}^{2}\right)$ to (7.17), with $I$ and $\mathbb{X}^{2}$ representing our choices of the integrals, respectively,

$$
I_{t}=: \int_{0}^{t} X_{r} \otimes \mathrm{~d} X_{r}, \quad \mathbb{X}_{s t}^{2}=: \int_{s}^{t}\left(X_{r}-X_{s}\right) \otimes \mathrm{d} X_{r}=I_{t}-I_{s}-X_{s} \otimes\left(X_{t}-X_{s}\right)
$$

The key point is that, having fixed a choice of $\mathbb{X}^{2}$, it is now possible to give $a$ canonical definition of the integral $\int_{0}^{0} Y \mathrm{~d} X$ for a wide class of $Y \in \mathcal{C}^{\alpha}\left([0, T] ; \mathbb{R}^{k} \otimes\right.$ $\left.\left(\mathbb{R}^{d}\right)^{*}\right)$, namely those paths $Y$ which are controlled by $\mathbb{X}$. In order to motivate this notion, let us recall that, given $X \in \mathcal{C}^{\alpha}\left([0, T] ; \mathbb{R}^{d}\right)$ and $Y:[0, T] \rightarrow \mathbb{R}^{k} \otimes\left(\mathbb{R}^{d}\right)^{*}$, we look now for $J:[0, T] \rightarrow \mathbb{R}^{k}$ and $R^{J}:[0, T]_{\leqslant}^{2} \rightarrow \mathbb{R}^{k}$ such that, in analogy with (7.4),

$$
J_{0}=0, \quad \delta J_{s t}=Y_{s} \delta X_{s t}+R_{s t}^{J}, \quad\left|R_{s t}^{J}\right| \lesssim|t-s|^{2 \alpha} .
$$

In order to make this operation iterable, it is natural to require that each component of $Y$ has an analogous property. This is exactly the motivation for the next

Definition 9.1. Let $\left.\alpha \in] \frac{1}{3}, \frac{1}{2}\right]$ and $\mathbb{X}=\left(\mathbb{X}^{1}, \mathbb{X}^{2}\right)$ an $\alpha$-rough path on $\mathbb{R}^{d}$. A pair $\boldsymbol{Z}=\left(Z, Z^{1}\right) \in \mathcal{C}^{\alpha}\left([0, T] ; \mathbb{R}^{k} \times\left(\mathbb{R}^{k} \otimes\left(\mathbb{R}^{d}\right)^{*}\right)\right.$ is a path controlled by $\mathbb{X}$ if

$$
\begin{equation*}
\delta Z_{s t}=Z_{s}^{1} \mathbb{X}_{s t}^{1}+Z_{s t}^{[2]}, \quad\left|Z_{s t}^{[2]}\right| \lesssim|t-s|^{2 \alpha}, \quad(s, t) \in[0, T]^{2} \tag{9.1}
\end{equation*}
$$

The function $Z^{1}$ is called a derivative of $Z$ with respect to $\mathbb{X}$ and $Z^{[2]}$ is the remainder of the couple $\left(Z, Z^{1}\right)$.

For a fixed $\alpha$-rough path $\mathbb{X}$ on $\mathbb{R}^{d}$, we denote by $\mathcal{D}_{\mathbb{X}}^{2 \alpha}\left(\mathbb{R}^{k}\right)$ the space of paths controlled by $\mathbb{X}$ with values in $\mathbb{R}^{k}$.

Remark 9.2. Note that in general $Z^{1}$ is not determined by $\left(Z, \mathbb{X}^{1}\right)$, so that we say that $Z^{1}$ is $a$ derivative rather than the derivative of $Z$. Viceversa, $Z$ is not determined by $\left(Z^{1}, \mathbb{X}^{1}\right)$ : if $\left(Z, Z^{1}\right)$ is controlled by $\mathbb{X}$ and $f \in \mathcal{C}^{2 \alpha}\left([0, T] ; \mathbb{R}^{k}\right)$ then $\left(Z+f, Z^{1}\right)$ is also controlled by $\mathbb{X}$.

It is now clear from the definitions that, unlike rough paths, controlled paths have a natural linear structure, in particular as a linear subspace of $\mathcal{C}^{\alpha} \times \mathcal{C}^{\alpha}$.

### 9.2. The ROUGH INTEGRAL

Now we can finally show how to modify the germ $Y_{s}\left(X_{t}-X_{s}\right)$ in order to obtain a well-defined integration theory.

Proposition 9.3. Let $\left.\alpha \in] \frac{1}{3}, \frac{1}{2}\right]$ and $\mathbb{X}=\left(\mathbb{X}^{1}, \mathbb{X}^{2}\right)$ a $\alpha$-rough path on $\mathbb{R}^{d}$. If $\boldsymbol{Z}=(Z$, $\left.Z^{1}\right):[0, T] \rightarrow \mathbb{R}^{k} \times\left(\mathbb{R}^{k} \otimes\left(\mathbb{R}^{d}\right)^{*}\right)$ is controlled by $\mathbb{X}$ as in Definition 9.1, then the germ

$$
A_{s t}=Z_{s} \mathbb{X}_{s t}^{1}+Z_{s}^{1} \mathbb{X}_{s t}^{2}
$$

satisfies $\delta A \in C_{3}^{3 \alpha}$ with $3 \alpha>1$.
Therefore we can canonically define $J_{t}=" \int_{0}^{t} Z \mathrm{~d} \mathbb{X} "$ as the unique function $J:[0$, $T] \rightarrow \mathbb{R}^{k}$ such that $J_{0}=0$ and $\delta J-A \in C_{2}^{3 \alpha}$, namely

$$
\left|J_{t}-J_{s}-Z_{s} \mathbb{X}_{s t}^{1}-Z_{s}^{1} \mathbb{X}_{s t}^{2}\right| \lesssim|t-s|^{3 \alpha}
$$

Finally we have

$$
J_{t}=\lim _{|\mathcal{P}| \rightarrow 0} \sum_{i=0}^{\# \mathcal{P}-1}\left(Z_{t_{i}} \mathbb{X}_{t_{i} t_{i+1}}^{1}+Z_{t_{i}}^{1} \mathbb{X}_{t_{i} t_{i+1}}^{2}\right)
$$

along arbitrary partitions $\mathcal{P}$ of $[0, t]$ with vanishing mesh $|\mathcal{P}| \rightarrow 0$.
Proof. We compute by (7.20)

$$
\begin{align*}
\delta A_{s u t} & =-\delta Z_{s u} \mathbb{X}_{u t}^{1}+Z_{s}^{1} \delta \mathbb{X}_{s u t}^{2}-\delta Z_{s u}^{1} \mathbb{X}_{u t}^{2} \\
& =-\left(\delta Z_{s u}-Z_{s}^{1} \mathbb{X}_{s u}^{1} \mathbb{X}_{u t}^{1}-\delta Z_{s u}^{1} \mathbb{X}_{u t}^{2}\right. \\
& =-Z_{s u}^{[2]} \mathbb{X}_{u t}^{1}-\delta Z_{s u}^{1} \mathbb{X}_{u t}^{2} . \tag{9.2}
\end{align*}
$$

Then by (2.8)

$$
\begin{align*}
\left|\delta A_{\text {sut }}\right| & \leqslant\left\|Z^{[2]}\right\|_{2 \alpha}|u-s|^{2 \alpha}\left\|\mathbb{X}^{1}\right\|_{\alpha}|t-u|^{\alpha}+\left\|\delta Z^{1}\right\|_{\alpha}|u-s|^{\alpha}\left\|\mathbb{X}^{2}\right\|_{2 \alpha}|t-u|^{2 \alpha} \\
& \leqslant\left(\left\|Z^{[2]}\right\|_{2 \alpha}\left\|\mathbb{X}^{1}\right\|_{\alpha}+\left\|\delta Z^{1}\right\|_{\alpha}\left\|\mathbb{X}^{2}\right\|_{2 \alpha}\right)|t-s|^{3 \alpha} . \tag{9.3}
\end{align*}
$$

Since $\delta A \in C_{3}^{3 \alpha}$, we can apply the Sewing Lemma and define $J^{[3]}:=-\Lambda(\delta A)$ and $J:[0, T] \rightarrow \mathbb{R}^{k}$ such that $J_{0}=0$ and $\delta J=A+J^{[3]}$ where $\Lambda$ is the Sewing Map of Theorem 5.11, namely

$$
\begin{equation*}
J_{0}=0, \quad \delta J_{s t}=Z_{s} \mathbb{X}_{s t}^{1}+Z_{s}^{1} \mathbb{X}_{s t}^{2}+J_{s t}^{[3]}, \quad\left|J_{s t}^{[3]}\right| \lesssim|t-s|^{3 \alpha} \tag{9.4}
\end{equation*}
$$

The last assertion on the convergence of the generalised Riemann sums follows from (5.13).

We have in particular proved by (5.14) and (9.3) that

$$
\begin{equation*}
\left\|J^{[3]}\right\|_{3 \alpha} \leqslant K_{3 \alpha}\left(\left\|Z^{[2]}\right\|_{2 \alpha}\left\|\mathbb{X}^{1}\right\|_{\alpha}+\left\|\delta Z^{1}\right\|_{\alpha}\left\|\mathbb{X}^{2}\right\|_{2 \alpha}\right) \tag{9.5}
\end{equation*}
$$

We stress that the function $J$ depends on $(\boldsymbol{Z}, \mathbb{X})$, in particular on $Z^{1}$ as well. We use the following notations

$$
\begin{equation*}
\boldsymbol{J}:=(J, Z), \quad \int_{0}^{t} \boldsymbol{Z} \mathrm{~d} \mathbb{X}:=\left(J_{t}, Z_{t}\right)=\boldsymbol{J}_{t} \tag{9.6}
\end{equation*}
$$

We shall see in Proposition 9.5 below that $\boldsymbol{J}:[0, T] \rightarrow \mathbb{R}^{k} \times\left(\mathbb{R}^{k} \otimes\left(\mathbb{R}^{d}\right)^{*}\right)$ is controlled by $\mathbb{X}$, i.e. $Z$ is a derivative of $J$ with respect to $\mathbb{X}$ as in Definition 9.1.

We define a norm $\|\cdot\|_{\mathcal{D}_{\mathbb{X}}^{2 \alpha}}$ and a seminorm $[\cdot]_{\mathcal{D}_{\mathbb{X}}^{2 \alpha}}$ on the space $\mathcal{D}_{\mathbb{X}}^{2 \alpha}$ of paths controlled by $\mathbb{X}$, defined as follows:

$$
\begin{align*}
\|\boldsymbol{Z}\|_{\mathcal{D}_{\mathbb{X}}^{2 \alpha}} & :=\left|Z_{0}\right|+\left|Z_{0}^{1}\right|+[\boldsymbol{Z}]_{\mathcal{D}_{\mathbb{X}}^{2 \alpha}}, & \boldsymbol{Z} & =\left(Z, Z^{1}\right)  \tag{9.7}\\
{[\boldsymbol{Z}]_{\mathcal{D}_{\mathbb{X}}^{2 \alpha}} } & :=\left\|\delta Z^{1}\right\|_{\alpha}+\left\|Z^{[2]}\right\|_{2 \alpha}, & Z_{s t}^{[2]} & =\delta Z_{s t}-Z_{s}^{1} \mathbb{X}_{s t}^{1},
\end{align*}
$$

as in (9.1). Recall that we defined the standard norm $\|f\|_{\mathcal{C}^{\alpha}}=\|f\|_{\infty}+\|\delta f\|_{\alpha}$ in (1.13).

Lemma 9.4. We have the equivalence of norms for all $\boldsymbol{Z}=\left(Z, Z^{1}\right) \in \mathcal{D}_{\mathbb{X}}^{2 \alpha}$

$$
\begin{equation*}
\|\boldsymbol{Z}\|_{\mathcal{D}_{\mathbb{X}}^{2 \alpha}} \leqslant\|Z\|_{\mathcal{C}^{\alpha}}+\left\|Z^{1}\right\|_{\mathcal{C}^{\alpha}}+\left\|Z^{[2]}\right\|_{2 \alpha} \leqslant C\|\boldsymbol{Z}\|_{\mathcal{D}_{\mathbb{X}}^{2 \alpha}} \tag{9.8}
\end{equation*}
$$

where $C>0$ is an explicit constant which depends only on $(\mathbb{X}, T, \alpha)$. In particular, $\left(\mathcal{D}_{\mathbb{X}}^{2 \alpha},\|\cdot\|_{\mathcal{D}_{\mathbb{X}}^{2 \alpha}}\right)$ is a Banach space.

Proof. The first inequality in (9.8) is obvious by the definition of the norm $\|\cdot\|_{\mathcal{C}^{\alpha}}$. In order to prove the second one, first we note that by (1.15)

$$
\|f\|_{\mathcal{C}^{\alpha}}=\|f\|_{\infty}+\|\delta f\|_{\alpha} \leqslant\left(1+T^{\alpha}\right)\left(\left|f_{0}\right|+\|\delta f\|_{\alpha}\right) .
$$

This shows that $\left\|Z^{1}\right\|_{\mathcal{C}^{\alpha}} \lesssim\|\boldsymbol{Z}\|_{\mathcal{D}_{\mathbb{X}}^{2 \alpha}}$ for $\left(Z, Z^{1}\right) \in \mathcal{D}_{\mathbb{X}}^{2 \alpha}$. Now, since $\delta Z_{s t}=Z_{s}^{1} \mathbb{X}_{s t}^{1}+Z_{s t}^{[2]}$ by (9.1),

$$
\begin{aligned}
\|\delta Z\|_{\alpha} & \leqslant\left\|Z^{1}\right\|_{\infty}\left\|\mathbb{X}^{1}\right\|_{\alpha}+\left\|Z^{[2]}\right\|_{\alpha} \\
& \leqslant C_{T, \alpha}\left(\left|Z_{0}^{1}\right|+\left\|\delta Z^{1}\right\|_{\alpha}\right)\left\|\mathbb{X}^{1}\right\|_{\alpha}+T^{\alpha}\left\|Z^{[2]}\right\|_{2 \alpha}
\end{aligned}
$$

namely $\|Z\|_{\mathcal{C}^{\alpha}} \lesssim\|Z\|_{\mathcal{D}_{\mathbb{X}}^{2 \alpha}}+\left\|Z^{[2]}\right\|_{2 \alpha}$. Finally $\left\|Z^{[2]}\right\|_{2 \alpha} \leqslant\|\boldsymbol{Z}\|_{\mathcal{D}_{\mathbb{X}}^{2 \alpha}}$. The proof is complete.

### 9.3. CONTINUITY PROPERTIES OF THE ROUGH INTEGRAL

We wrote before Definition 9.1 that the notion of controlled path aimed at making the rough integral map $\left(Z, Z^{1}\right) \mapsto(J, Z)$ iterable, where we use the notation of Proposition 9.3. In order to make this precise, we need the following important

Proposition 9.5. Let $\mathbb{X}$ be a $\alpha$-rough path on $\mathbb{R}^{d}$ with $\left.\left.\alpha \in\right] \frac{1}{3}, \frac{1}{2}\right]$ and $\boldsymbol{Z} \in \mathcal{D}_{\mathbb{X}}^{2 \alpha}$ a path controlled by $\mathbb{X}$. Then, in the notation of (9.6),

- $\boldsymbol{J}=\int_{0} \boldsymbol{Z} \mathrm{~d} \mathbb{X}$ is controlled by $\mathbb{X}$
- the map $\mathcal{D}_{\mathbb{X}}^{2 \alpha} \ni \boldsymbol{Z} \mapsto \boldsymbol{J} \in \mathcal{D}_{\mathbb{X}}^{2 \alpha}$ is linear and for all $\boldsymbol{Z} \in \mathcal{D}_{\mathbb{X}}^{2 \alpha}$

$$
\begin{equation*}
[\boldsymbol{J}]_{\mathcal{D}_{\mathbb{X}}^{2 \alpha}} \leqslant 2\left(1+\|\mathbb{X}\|_{\mathcal{R}_{\alpha, d}}\right)\left[\left|Z_{0}^{1}\right|+T^{\alpha}\left(1+K_{3 \alpha}\right)[\boldsymbol{Z}]_{\mathcal{D}_{\mathbb{X}}^{22}}\right] . \tag{9.9}
\end{equation*}
$$

Proof. Recall first (9.5), so that in particular $\left\|J^{[3]}\right\|_{3 \alpha}<+\infty$. Now $J_{s t}^{[2]}=Z_{s}^{1} \mathbb{X}_{s t}^{2}+J_{s t}^{[3]}$ satisfies

$$
\begin{equation*}
\left\|J^{[2]}\right\|_{2 \alpha} \leqslant\left\|Z^{1}\right\|_{\infty}\left\|\mathbb{X}^{2}\right\|_{2 \alpha}+\left\|J^{[3]}\right\|_{2 \alpha} \leqslant\left\|Z^{1}\right\|_{\infty}\left\|\mathbb{X}^{2}\right\|_{2 \alpha}+T^{\alpha}\left\|J^{[3]}\right\|_{3 \alpha} \tag{9.10}
\end{equation*}
$$

Finally $\delta J_{s t}=Z_{s} \mathbb{X}_{s t}^{1}+J_{s t}^{[2]}$ and therefore

$$
\|\delta J\|_{\alpha} \leqslant\|Z\|_{\infty}\left\|\mathbb{X}^{1}\right\|_{\alpha}+\left\|Z^{1}\right\|_{\infty}\left\|\mathbb{X}^{2}\right\|_{2 \alpha}+T^{2 \alpha}\left\|J^{[3]}\right\|_{3 \alpha}
$$

Therefore $\left(J, Z, J^{[2]}\right) \in \mathcal{C}^{\alpha} \times \mathcal{C}^{\alpha} \times C_{2}^{2 \alpha}$ and we obtain that $(J, Z)$ is controlled by $\mathbb{X}$.
We prove now the second assertion. Since $\delta Z_{s t}=Z_{s}^{1} \mathbb{X}_{s t}^{1}+Z_{s t}^{[2]}$, by (1.39)

$$
\begin{aligned}
\|\delta Z\|_{\alpha} & \leqslant\left\|Z^{1}\right\|_{\infty}\left\|\mathbb{X}^{1}\right\|_{\alpha}+T^{\alpha}\left\|Z^{[2]}\right\|_{2 \alpha} \\
& \leqslant\left(\left\|\mathbb{X}^{1}\right\|_{\alpha}+1\right)\left(\left|Z_{0}^{1}\right|+T^{\alpha}[\boldsymbol{Z}]_{\mathcal{D}_{\mathbb{X}}^{2 \alpha}}\right)
\end{aligned}
$$

Now, analogously to (9.10), again by (1.39)

$$
\begin{aligned}
\left\|J^{[2]}\right\|_{2 \alpha} & \leqslant\left\|Z^{1}\right\|_{\infty}\left\|\mathbb{X}^{2}\right\|_{2 \alpha}+\left\|J^{[3]}\right\|_{2 \alpha} \\
& \leqslant T^{\alpha}\left\|J^{[3]}\right\|_{3 \alpha}+\left\|\mathbb{X}^{2}\right\|_{2 \alpha}\left(\left|Z_{0}^{1}\right|+T^{\alpha}\left\|\delta Z^{1}\right\|_{\alpha}\right)
\end{aligned}
$$

Therefore, since $\left\|\mathbb{X}^{1}\right\|_{\alpha}+\left\|\mathbb{X}^{2}\right\|_{2 \alpha}=\|\mathbb{X}\|_{\mathcal{R}_{\alpha, d}}$, recall (7.23),

$$
\|\delta Z\|_{\alpha}+\left\|J^{[2]}\right\|_{2 \alpha} \leqslant T^{\alpha}\left\|J^{[3]}\right\|_{3 \alpha}+\left(1+\|\mathbb{X}\|_{\mathcal{R}_{\alpha, d}}\right)\left[\left|Z_{0}^{1}\right|+T^{\alpha}[\boldsymbol{Z}]_{\mathcal{D}_{\mathbb{X}}^{2 \alpha}}\right] .
$$

By (9.5) we obtain

$$
\begin{aligned}
{[\boldsymbol{J}]_{\mathcal{D}_{\mathbb{X}}^{2 \alpha}} } & =\|\delta Z\|_{\alpha}+\left\|J^{[2]}\right\|_{2 \alpha} \leqslant \\
& \leqslant 2\left(1+\|\mathbb{X}\|_{\mathcal{R}_{\alpha, \alpha}}\left[\left|Z_{0}^{1}\right|+\left(1+K_{3 \alpha}\right) T^{\alpha}[\boldsymbol{Z}]_{\mathcal{D}_{\mathbb{X}}^{2 \alpha}}\right]\right.
\end{aligned}
$$

The proof is complete.
We note that the estimate of the seminorm $[\boldsymbol{J}]_{\mathcal{D}_{\mathbb{X}}^{2 \alpha}}$ in terms of $[\boldsymbol{Z}]_{\mathcal{D}_{\mathbb{1}}^{2 \alpha}}$ rather than of the norm $\|\boldsymbol{J}\|_{\mathcal{D}_{\mathbb{X}}^{2 \alpha}}$ in terms of $\|\boldsymbol{Z}\|_{\mathcal{D}_{\mathbb{X}}^{2 \alpha}}$ plays an important role in Chapter 10, see in particular (10.9). In any case, from (9.9) it is easy to obtain an estimate of $\|\boldsymbol{J}\|_{\mathcal{D}_{\mathbb{X}}^{2} \alpha}$ : since $J_{0}=0$ and $J_{0}^{1}=Z_{0}$, we obtain

$$
\begin{aligned}
\|\boldsymbol{J}\|_{\mathcal{D}_{\mathbb{X}}^{2 \alpha}} & =\left|Z_{0}\right|+[\boldsymbol{J}]_{\mathcal{D}_{\mathbb{X}}^{2 \alpha}} \leqslant \\
& \leqslant 2\left(1+K_{3 \alpha}\right)\left(1+\|\mathbb{X}\|_{\mathcal{R}_{\alpha, d}}\right)\left(1+T^{\alpha}\right)\|\boldsymbol{Z}\|_{\mathcal{D}_{\mathbb{X}}^{2 \alpha}}
\end{aligned}
$$

Therefore the linear operator $\mathcal{D}_{\mathbb{X}}^{2 \alpha} \ni \boldsymbol{Z} \mapsto \int_{0} \boldsymbol{Z} \mathrm{~d} \mathbb{X} \in \mathcal{D}_{\mathbb{X}}^{2 \alpha}$ is continuous. In fact a stronger property holds: we have continuity of the map $(\mathbb{X}, \boldsymbol{Z}) \mapsto \int_{0} \boldsymbol{Z} d \mathbb{X}$. In order to prove this, we need to introduce the following space

$$
\mathcal{S}_{\alpha}:=\left\{(\mathbb{X}, \boldsymbol{Z}): \mathbb{X} \text { is a } \alpha \text {-rough path, } \boldsymbol{Z} \in \mathcal{D}_{\mathbb{X}}^{2 \alpha}\right\}
$$

and the following quantity for $\boldsymbol{Z} \in \mathcal{D}_{\bar{X}}^{2 \alpha}$ and $\overline{\boldsymbol{Z}} \in \mathcal{D}_{\bar{X}}^{2 \alpha}$

$$
[\boldsymbol{Z} ; \overline{\boldsymbol{Z}}]_{\mathrm{X}, \overline{\mathbb{X}}, 2 \alpha}:=\left\|\delta Z^{1}-\delta \bar{Z}^{1}\right\|_{\alpha}+\left\|Z^{[2]}-\bar{Z}^{[2]}\right\|_{2 \alpha}
$$

where $Z^{[2]}=\delta Z-Z^{1} \mathbb{X}^{1}$ and $\bar{Z}^{[2]}=\delta \bar{Z}-\bar{Z}^{1} \overline{\mathbb{X}}^{1}$, recall (9.7). We endow $\mathcal{S}_{\alpha}$ with the distance (see (7.24) for the definition of $d_{\mathcal{R}_{\alpha, d}}$ )

$$
\mathrm{d}_{\alpha}((\mathbb{X}, \boldsymbol{Z}),(\overline{\mathbb{X}}, \overline{\boldsymbol{Z}}))=d_{\mathcal{R}_{\alpha, d}}(\mathbb{X}, \overline{\mathbb{X}})+\left|Z_{0}-\bar{Z}_{0}\right|+\left|Z_{0}^{1}-\bar{Z}_{0}^{1}\right|+[\boldsymbol{Z} ; \overline{\boldsymbol{Z}}]_{\mathbb{X}, \overline{\mathbb{X}}, 2 \alpha}
$$

Let us note that in the case $\mathbb{X}=\overline{\mathbb{X}}$, we have

$$
[\boldsymbol{Z} ; \overline{\boldsymbol{Z}}]_{\mathbb{X}, \overline{\mathbb{X}}, 2 \alpha}=[\boldsymbol{Z}-\overline{\boldsymbol{Z}}]_{\mathcal{D}_{\mathbb{X}}^{2 \alpha}}, \quad \mathrm{~d}_{\alpha}((\mathbb{X}, \boldsymbol{Z}),(\mathbb{X}, \overline{\boldsymbol{Z}}))=\|\boldsymbol{Z}-\overline{\boldsymbol{Z}}\|_{\mathcal{D}_{\mathbb{X}}^{2 \alpha}},
$$

see the definition (9.7) of the norm $\|\cdot\|_{\mathcal{D}_{\mathbb{X}}^{2 \alpha}}$. Note that $[\boldsymbol{Z} ; \overline{\boldsymbol{Z}}]_{\mathbb{X}, \overline{\mathbb{X}}, 2 \alpha}$ is not a function of $\boldsymbol{Z}-\overline{\boldsymbol{Z}}$ when $\mathbb{X} \neq \overline{\mathbb{X}}$.

Proposition 9.6. (Local Lipschitz estimate) Let $\left.\alpha \in] \frac{1}{3}, \frac{1}{2}\right]$. The function $\mathcal{S}_{\alpha} \ni(\mathbb{X}, \boldsymbol{Z}) \mapsto\left(\mathbb{X}, \int_{0} \boldsymbol{Z} \mathrm{~d} \mathbb{X}\right) \in \mathcal{S}_{\alpha}$ is continuous with respect to $\mathrm{d}_{\alpha}$.

More precisely, for every $M \geq 0$ there is $K_{M, \alpha} \geq 0$ such that for all $(\mathbb{X}, \boldsymbol{Z}),(\overline{\mathbb{X}}$, $\overline{\boldsymbol{Z}}) \in \mathcal{S}_{\alpha}$ satisfying

$$
1+T^{\alpha}+\|\mathbb{X}\|_{\mathcal{R}_{\alpha, d}}+\|\overline{\boldsymbol{Z}}\|_{\mathcal{D}_{\mathbb{X}}^{2 \alpha}} \leqslant M
$$

setting $\boldsymbol{J}:=\int_{0} \boldsymbol{Z} \mathrm{~d} \mathbb{X}$ and $\overline{\boldsymbol{J}}:=\int_{0} \overline{\boldsymbol{Z}} \mathrm{~d} \overline{\mathbb{X}}$ we have

$$
\begin{aligned}
& \mathrm{d}_{\alpha}((\mathbb{X}, \boldsymbol{J}),(\overline{\mathbb{X}}, \overline{\boldsymbol{J}})) \leqslant \\
& \leqslant 2 M^{2}\left(1+K_{3 \alpha}\right)\left[d_{\mathcal{R}_{\alpha, d}}(\mathbb{X}, \overline{\mathbb{X}})+\left|Z_{0}-\bar{Z}_{0}\right|+\left|Z_{0}^{1}-\bar{Z}_{0}^{1}\right|+T^{\alpha}[\boldsymbol{Z} ; \overline{\boldsymbol{Z}}]_{\mathbb{X}, \overline{\mathbb{X}}, 2 \alpha}\right] \\
& \leqslant 2 M^{3}\left(1+K_{3 \alpha}\right) \mathrm{d}_{\alpha}((\mathbb{X}, \boldsymbol{Z}),(\overline{\mathbb{X}}, \overline{\boldsymbol{Z}}))
\end{aligned}
$$

Proof. Let $\mathbb{X}=\left(\mathbb{X}^{1}, \mathbb{X}^{2}\right)$ and $\overline{\mathbb{X}}=\left(\overline{\mathbb{X}}^{1}, \overline{\mathbb{X}}^{2}\right)$ be $\alpha$-rough paths with $\left.\left.\alpha \in\right] \frac{1}{3}, \frac{1}{2}\right]$ and $\boldsymbol{Z} \in \mathcal{D}_{\mathbb{X}}^{2 \alpha}, \overline{\boldsymbol{Z}} \in \mathcal{D}_{\mathbb{X}}^{2 \alpha}$. We argue as in the proof of (9.9), using furthermore a number of times the simple estimate

$$
\begin{equation*}
|a b-\bar{a} \bar{b}| \leqslant|a-\bar{a}||b|+|\bar{a}||b-\bar{b}| . \tag{9.11}
\end{equation*}
$$

We set for notational convenience $\varepsilon:=T^{\alpha}$. Then, since $\delta Z_{s t}=Z_{s}^{1} \mathbb{X}_{s t}^{1}+Z_{s t}^{[2]}$, by (1.39)

$$
\begin{aligned}
\|\delta Z-\delta \bar{Z}\|_{\alpha} & \leqslant\left\|Z^{1}-\bar{Z}^{1}\right\|_{\infty}\left\|\mathbb{X}^{1}\right\|_{\alpha}+\left\|\bar{Z}^{1}\right\|_{\infty}\left\|\mathbb{X}^{1}-\overline{\mathbb{X}}^{1}\right\|_{\alpha}+\varepsilon\left\|Z^{[2]}-\bar{Z}^{[2]}\right\|_{2 \alpha} \\
& \leqslant\left(\left\|\mathbb{X}^{1}\right\|_{\alpha}+1\right)\left(\left|Z_{0}^{1}-\bar{Z}_{0}^{1}\right|+\varepsilon[\boldsymbol{Z} ; \overline{\boldsymbol{Z}}]_{\mathbb{X}, \overline{\mathbb{X}}, 2 \alpha}\right)+M^{2}\left\|\mathbb{X}^{1}-\overline{\mathbb{X}}^{1}\right\|_{\alpha}
\end{aligned}
$$

since by assumption

$$
\left\|\bar{Z}^{1}\right\|_{\infty} \leqslant\left|\bar{Z}_{0}^{1}\right|+\varepsilon\left\|\delta \bar{Z}^{1}\right\|_{\alpha} \leqslant(1+\varepsilon)\left(\left|\bar{Z}_{0}^{1}\right|+\left\|\delta \bar{Z}^{1}\right\|_{\alpha}\right) \leqslant M^{2} .
$$

Now $J_{s t}^{[2]}=Z_{s}^{1} \mathbb{X}_{s t}^{2}+J_{s t}^{[3]}$, so that arguing similarly

$$
\begin{aligned}
& \left\|J^{[2]}-\bar{J}^{[2]}\right\|_{2 \alpha} \leqslant\left\|J^{[3]}-\bar{J}^{[3]}\right\|_{2 \alpha}+\left\|Z^{1} \mathbb{X}^{2}-\bar{Z}^{1} \overline{\mathbb{X}}^{2}\right\|_{2 \alpha} \leqslant \\
& \leqslant \varepsilon\left\|J^{[3]}-\bar{J}^{[3]}\right\|_{3 \alpha}+\left\|\mathbb{X}^{2}\right\|_{2 \alpha}\left(\left|Z_{0}^{1}-\bar{Z}_{0}^{1}\right|+\varepsilon\left\|\delta Z^{1}-\delta \bar{Z}^{1}\right\|_{\alpha}\right)+M^{2}\left\|\mathbb{X}^{2}-\overline{\mathbb{X}}^{2}\right\|_{2 \alpha} .
\end{aligned}
$$

Therefore, since $1+\left\|\mathbb{X}^{1}\right\|_{\alpha}+\left\|\mathbb{X}^{2}\right\|_{2 \alpha}=1+\|\mathbb{X}\|_{\mathcal{R}_{\alpha, d}} \leqslant M$,

$$
\begin{aligned}
& \|\delta Z-\delta \bar{Z}\|_{\alpha}+\left\|J^{[2]}-\bar{J}^{[2]}\right\|_{2 \alpha} \leqslant \\
& \leqslant \varepsilon\left\|J^{[3]}-\bar{J}^{[3]}\right\|_{3 \alpha}+M^{2}\left(\left|Z_{0}^{1}-\bar{Z}_{0}^{1}\right|+\varepsilon[\boldsymbol{Z} ; \overline{\boldsymbol{Z}}]_{\mathbb{X}, \overline{\mathbb{X}}, 2 \alpha}+d_{\mathcal{R}_{\alpha, d}}(\mathbb{X}, \overline{\mathbb{X}})\right) .
\end{aligned}
$$

We can estimate in the same way

$$
\begin{aligned}
\|\delta A-\delta \bar{A}\|_{3 \alpha} \leqslant & \left\|Z^{[2]}-\bar{Z}^{[2]}\right\|_{2 \alpha}\left\|\mathbb{X}^{1}\right\|_{\alpha}+\left\|\bar{Z}^{[2]}\right\|_{2 \alpha}\left\|\mathbb{X}^{1}-\overline{\mathbb{X}}^{1}\right\|_{\alpha}+ \\
& +\left\|\delta Z^{1}-\delta \bar{Z}^{1}\right\|_{\alpha}\left\|\mathbb{X}^{2}\right\|_{2 \alpha}+\left\|\delta \bar{Z}^{1}\right\|_{\alpha}\left\|\mathbb{X}^{2}-\overline{\mathbb{X}}^{2}\right\|_{2 \alpha} \\
\leqslant & {[\boldsymbol{Z} ; \overline{\boldsymbol{Z}}]_{\mathbb{X}, \overline{\mathbb{X}}, 2 \alpha}\|\mathbb{X}\|_{\mathcal{R}_{\alpha, d}}+[\overline{\boldsymbol{Z}}]_{\mathcal{D}_{\mathbf{X}}^{2 \alpha}} d_{\mathcal{R}_{\alpha, d}}(\mathbb{X}, \overline{\mathbb{X}}) } \\
\leqslant & M\left([\boldsymbol{Z} ; \overline{\boldsymbol{Z}}]_{\mathbb{X}, \overline{\mathbb{X}}, 2 \alpha}+d_{\mathcal{R}_{\alpha, d}}(\mathbb{X}, \overline{\mathbb{X}})\right) .
\end{aligned}
$$

By the Sewing bound (1.41), and since $\varepsilon \leqslant M$,

$$
\varepsilon\left\|J^{[3]}-\bar{J}^{[3]}\right\|_{3 \alpha} \leqslant K_{3 \alpha} M\left(\varepsilon[\boldsymbol{Z} ; \overline{\boldsymbol{Z}}]_{\mathbb{X}, \overline{\mathbb{X}}, 2 \alpha}+M d_{\mathcal{R}_{\alpha, d}}(\mathbb{X}, \overline{\mathbb{X}})\right)
$$

We obtain

$$
\begin{aligned}
{[\boldsymbol{J} ; \overline{\boldsymbol{J}}]_{\mathbb{X}, \overline{\mathbb{X}}, 2 \alpha} } & =\|\delta Z-\delta \bar{Z}\|_{\alpha}+\left\|J^{[2]}-\bar{J}^{[2]}\right\|_{2 \alpha} \leqslant \\
& \leqslant M^{2}\left(1+K_{3 \alpha}\right)\left[\left|Z_{0}^{1}-\bar{Z}_{0}^{1}\right|+d_{\mathcal{R}_{\alpha, d}}(\mathbb{X}, \overline{\mathbb{X}})+\varepsilon[\boldsymbol{Z} ; \overline{\boldsymbol{Z}}]_{\mathbb{X}, \overline{\mathbb{X}}, 2 \alpha}\right]
\end{aligned}
$$

Since $J_{0}-\bar{J}_{0}=0, J_{0}^{1}-\bar{J}_{0}^{1}=Z_{0}-\bar{Z}_{0}$, we obtain

$$
\begin{aligned}
& \mathrm{d}_{\alpha}((\mathbb{X}, \boldsymbol{J}),(\overline{\mathbb{X}}, \overline{\boldsymbol{J}}))=d_{\mathcal{R}_{\alpha, d}}(\mathbb{X}, \overline{\mathbb{X}})+\left|Z_{0}-\bar{Z}_{0}\right|+[\boldsymbol{J} ; \overline{\boldsymbol{J}}]_{\mathbb{X}, \overline{\mathbb{X}}, 2 \alpha} \\
& \leqslant 2 M^{2}\left(1+K_{3 \alpha}\right)\left[\left|Z_{0}-\bar{Z}_{0}\right|+\left|Z_{0}^{1}-\bar{Z}_{0}^{1}\right|+d_{\mathcal{R}_{\alpha, d}}(\mathbb{X}, \overline{\mathbb{X}})+\varepsilon[\boldsymbol{Z} ; \overline{\boldsymbol{Z}}]_{\mathbb{X}, \overline{\mathbb{X}}, 2 \alpha}\right]
\end{aligned}
$$

The second estimate follows since we have assumed that $1+\varepsilon \leqslant M$.

### 9.4. Stochastic and Rough integrals

By Theorem 4.3, a.s. the Itô integral in (4.5) is a generalised integral of $h$ in $\mathrm{d} B$ in the sense of Definition 7.1.

### 9.5. Properties in the geometric case

We have seen in Proposition 6.7 that the Young integral satisfies the classical integration by parts formula. We consider now a weakly geometric rough path $\mathbb{X}$ and two paths $\boldsymbol{f}=\left(f, f^{1}\right), \boldsymbol{g}=\left(g, g^{1}\right)$ controlled by $\mathbb{X}$. We set

$$
F_{t}:=F_{0}+\int_{0}^{t} f_{s} \mathrm{~d} \mathbb{X}_{s}, \quad G_{t}:=G_{0}+\int_{0}^{t} g_{s} \mathrm{~d} \mathbb{X}_{s}, \quad t \geqslant 0
$$

We want to show that, under the assumption that $\mathbb{X}$ is weakly geometric, an analogous integration by parts formula holds, namely:

$$
F_{t} G_{t}=F_{0} G_{0}+\underbrace{\int_{0}^{t} F_{s} g_{s} \mathrm{~d} \mathbb{X}_{s}+\int_{0}^{t} G_{s} f_{s} \mathrm{~d} \mathbb{X}_{s}}_{I_{t}}
$$

We start by showing that $\left(F_{s} g_{s}, F_{s} g_{s}^{1}+f_{s} g_{s}\right)_{s \in[0, T]}$ is controlled by $\mathbb{X}$ :

$$
\begin{aligned}
F_{t} g_{t}-F_{s} g_{s} & =F_{t} \delta g_{s t}+g_{s} \delta F_{s t} \\
& =F_{s} \delta g_{s t}+g_{s} \delta F_{s t}+\delta F_{s t} \delta g_{s t} \\
& =\left(F_{s} g_{s}^{1}+f_{s} g_{s}\right) \mathbb{X}_{s t}^{1}+O\left(|t-s|^{2 \alpha}\right)
\end{aligned}
$$

The same holds of course for $\left(f_{s} G_{s}, G_{s} f_{s}^{1}+f_{s} g_{s}\right)_{s \in[0, T]}$. Now we know that $I_{t}$ is the integral uniquely associated with the germ

$$
A_{s t}=\left(F_{s} g_{s}+G_{s} f_{s}\right) \mathbb{X}_{s t}^{1}+\left(F_{s} g_{s}^{1}+G_{s} f_{s}^{1}+2 f_{s} g_{s}\right) \mathbb{X}_{s t}^{2}
$$

By the weakly geometric condition, we have $2 \mathbb{X}_{s t}^{2}=\left(\mathbb{X}_{s t}^{1}\right)^{2}$ and therefore we obtain

$$
A_{s t}=\left(F_{s} g_{s}+G_{s} f_{s}\right) \mathbb{X}_{s t}^{1}+\left(F_{s} g_{s}^{1}+G_{s} f_{s}^{1}\right) \mathbb{X}_{s t}^{2}+f_{s} g_{s}\left(\mathbb{X}_{s t}^{1}\right)^{2}
$$

Now we write

$$
\begin{aligned}
\delta(F G)_{s t} & =\delta F_{s t} G_{t}+F_{s} \delta G_{s t} \\
& =G_{s} \delta F_{s t}+F_{s} \delta G_{s t}+\delta F_{s t} \delta G_{s t} \\
& =\left(F_{s} g_{s}+G_{s} f_{s}\right) \mathbb{X}_{s t}^{1}+\left(F_{s} g_{s}^{1}+G_{s} f_{s}^{1}\right) \mathbb{X}_{s t}^{2}+\delta F_{s t} \delta G_{s t}+O\left(|t-s|^{3 \alpha}\right) .
\end{aligned}
$$

Now since $\mathbb{X}^{2} \in C_{2}^{2 \alpha}$

$$
\begin{aligned}
\delta F_{s t} \delta G_{s t} & =\left(f_{s} \mathbb{X}_{s t}^{1}+f_{s}^{1} \mathbb{X}_{s t}^{2}\right)\left(g_{s} \mathbb{X}_{s t}^{1}+g_{s}^{1} \mathbb{X}_{s t}^{2}\right)+O\left(|t-s|^{3 \alpha}\right) \\
& =f_{s} g_{s}\left(\mathbb{X}_{s t}^{1}\right)^{2}+O\left(|t-s|^{3 \alpha}\right)
\end{aligned}
$$

Then we obtain that

$$
\delta(F G)_{s t}=A_{s t}+O\left(|t-s|^{3 \alpha}\right)
$$

Since $3 \alpha>1$, it follows that $F_{t} G_{t}-F_{0} G_{0}=I_{t}$ for all $t \geqslant 0$.
Example 9.7. It is well known that the Stratonovich stochastic integral satisfies the above integration by parts formula. This section extends this result to all (weakly) geometric rough paths.

## ChAPTER 10

## Rough integral equations

In this chapter we go back to the finite difference equation (3.19) in the rough setting $\alpha \in\left(\frac{1}{2}, \frac{1}{3}\right]$, and we discute its integral formulation that we already mentioned at the end of Section 6.2. Now that we have studied the rough integral in Chapter 9, we can indeed show that the equation

$$
\begin{equation*}
\left|Z_{s t}^{[3]}\right| \lesssim|t-s|^{3 \alpha}, \quad Z_{s t}^{[3]}=\delta Z_{s t}-\sigma\left(Z_{s}\right) \mathbb{X}_{s t}^{1}-\sigma_{2}\left(Z_{s}\right) \mathbb{X}_{s t}^{2}, \tag{10.1}
\end{equation*}
$$

recall (3.18), can be interpreted in the context of controlled paths. Indeed, (10.1) suggests that, for any candidate solution $Z$, the pair $\boldsymbol{Z}=(Z, \sigma(Z))$ should be controlled by $\mathbb{X}$. At the same time, in order to apply Proposition 9.3 and interpret (10.1) as an integral equation, we are going to shows that $\left(\sigma(Z), \sigma_{2}(Z)\right)$ is controlled by $\mathbb{X}$. This is guaranteed by the following

Lemma 10.1. Let $\phi: \mathbb{R}^{k} \rightarrow \mathbb{R}^{\ell}$ be of class $C^{2}$ and $\boldsymbol{f}=\left(f, f^{1}\right) \in \mathcal{D}_{\mathbb{X}}^{2 \alpha}\left(\mathbb{R}^{k}\right)$. Set

$$
\phi(\boldsymbol{f}):=\left(\phi(f), \nabla \phi(f) f^{1}\right),
$$

where $\phi(f):[0, T] \rightarrow \mathbb{R}^{\ell}$ is defined by $\phi(f)_{t}:=\phi\left(f_{t}\right)$ and

$$
\nabla \phi(f) f^{1}:[0, T] \rightarrow \mathbb{R}^{\ell} \otimes \mathbb{R}^{d}, \quad\left(\nabla \phi(f) f^{1}\right)_{t}^{a b}=\sum_{j=1}^{k} \partial_{j} \phi^{a}\left(f_{t}\right) \cdot\left(f_{t}^{1}\right)^{j b}
$$

Then $\phi(f) \in \mathcal{D}_{\mathbb{X}}^{2 \alpha}\left(\mathbb{R}^{\ell}\right)$.
Proof. Analogously to (3.22) we have for $\boldsymbol{f}=\left(f, f^{1}\right) \in \mathcal{D}_{\mathbb{X}}^{2 \alpha}\left(\mathbb{R}^{k}\right)$, setting $f_{s t}^{[2]}:=$ $\delta f_{s t}-f_{s}^{1} \mathbb{X}_{s t}^{1}$ as in (9.1),

$$
\begin{align*}
\phi(\boldsymbol{f})_{s t}^{[2]} & :=\phi\left(f_{t}\right)-\phi\left(f_{s}\right)-\nabla \phi\left(f_{s}\right) f_{s}^{1} \mathbb{X}_{s t}^{1}  \tag{10.2}\\
& =\nabla \phi\left(f_{s}\right) f_{s t}^{[2]}+\int_{0}^{1}\left[\nabla \phi\left(f_{s}+r \delta f_{s t}\right)-\nabla \phi\left(f_{s}\right)\right] d r \delta f_{s t} \\
& =\nabla \phi\left(f_{s}\right) f_{s t}^{[2]}+\int_{0}^{1}(1-u) \nabla^{2} \phi\left(f_{s}+u \delta f_{s t}\right) d u \delta f_{s t} \otimes \delta f_{s t} .
\end{align*}
$$

Then we can write using the estimate $|a b-\bar{a} \bar{b}| \leqslant|a-\bar{a}||b|+|\bar{a}||b-\bar{b}|$

$$
\begin{align*}
\left|\nabla \phi\left(f_{t}\right) f_{t}^{1}-\nabla \phi\left(f_{s}\right) f_{s}^{1}\right| & \leqslant c_{\phi, f}^{(1)}\left|f_{t}^{1}-f_{s}^{1}\right|+c_{\phi, f}^{(2)}\left|f_{t}-f_{s}\right|\left\|f^{1}\right\|_{\infty} \\
\left|\phi(\boldsymbol{f})_{s t}^{[2]}\right| & \leqslant c_{\phi, f}^{(1)}\left|f_{s t}^{[2]}\right|+c_{\phi, f}^{(2)}\left|\delta f_{s t}\right|^{2} \tag{10.3}
\end{align*}
$$

where

$$
\begin{equation*}
c_{\phi, f}^{(1)}:=\sup _{s \in[0, T]}\left|\nabla \phi\left(f_{s}\right)\right|, \quad c_{\phi, f}^{(2)}:=\sup _{s, t \in[0, T], u \in[0,1]}\left|\nabla^{2} \phi\left(f_{s}+u \delta f_{s t}\right)\right| . \tag{10.4}
\end{equation*}
$$

Therefore $\left(\phi(f), \nabla \phi(f) f^{1}\right)$ is controlled by $\mathbb{X}$.
This suggests that we can reinterpret the finite difference equation (10.1) as follows: we look for $Z:[0, T] \rightarrow \mathbb{R}^{k}$ such that $\boldsymbol{Z}=(Z, \sigma(Z))$ is controlled by $\mathbb{X}$ (namely it belongs to $\mathcal{D}_{\mathbb{X}}^{2 \alpha}\left(\mathbb{R}^{k}\right)$ ) and

$$
\begin{equation*}
\boldsymbol{Z}_{t}=\left(Z_{0}, 0\right)+\int_{0}^{t} \sigma(\boldsymbol{Z}) d \mathbb{X}, \quad \forall t \in[0, T] \tag{10.5}
\end{equation*}
$$

By Lemma 10.1, $\sigma(\boldsymbol{Z})=\left(\sigma(Z), \nabla \sigma(Z) Z^{1}\right)$, but here $Z^{1}=\sigma(Z)$, so that

$$
\sigma(\boldsymbol{Z})=(\sigma(Z), \nabla \sigma(Z) \sigma(Z))=\left(\sigma(Z), \sigma_{2}(Z)\right)
$$

is controlled by $\mathbb{X}$, where we use the notation $\sigma_{2}: \mathbb{R}^{k} \rightarrow \mathbb{R}^{k} \otimes\left(\mathbb{R}^{d}\right)^{*} \otimes\left(\mathbb{R}^{d}\right)^{*}$

$$
\sigma_{2}(y):=\nabla \sigma(y) \sigma(y), \quad\left[\sigma_{2}(y)\right]_{j \ell}^{i}:=\sum_{a=1}^{k} \partial_{a} \sigma_{j}^{i}(y) \sigma_{\ell}^{a}(y)
$$

By Proposition 9.3, the integral equation in (10.5) is equivalent to

$$
\begin{equation*}
\left|Z_{s t}^{[3]}\right| \lesssim|t-s|^{3 \alpha}, \quad Z_{s t}^{[3]}=\delta Z_{s t}-\sigma\left(Z_{s}\right) \mathbb{X}_{s t}^{1}-\sigma_{2}\left(Z_{s}\right) \mathbb{X}_{s t}^{2} . \tag{10.6}
\end{equation*}
$$

Viceversa, if $Z \in \mathcal{C}^{\alpha}\left([0, T] ; \mathbb{R}^{k}\right)$ is such that $Z^{[3]} \in C_{2}^{3 \alpha}$, then setting $Z^{1}:=\sigma(Z)$ the path $\boldsymbol{Z}=\left(Z, Z^{1}\right)$ is controlled by $\mathbb{X}$ and satisfies (10.5). Therefore, the integral equation (10.5) is equivalent to the finite difference equation (10.6).

### 10.1. Localization argument

Proposition 10.2. If we can prove local existence for the rough differential equation (10.6) under the assumption that $\sigma$ is of class $C^{3}$ and $\sigma, \nabla \sigma, \nabla^{2} \sigma, \nabla^{3} \sigma$ are bounded, then we can prove local existence for (10.6) assuming only that $\sigma$ is of class $C^{3}$.
Proof. Let $\sigma$ be of class $C^{3}$. Note that $\sigma$ and its derivatives are bounded on the closed unit ball $B:=\left\{z \in \mathbb{R}^{k}:\left|z-Z_{0}\right| \leq 1\right\}$, which is a compact subset of $\mathbb{R}^{k}$. Then we can find a function $\hat{\sigma}$ of class $C^{3}$ which is bounded with all its derivatives up to the third on the whole $\mathbb{R}^{k}$ and coincides with $\sigma$ on $B$. By local existence for $\hat{\sigma}$, there is a solution $\hat{Z}:[0, T] \rightarrow \mathbb{R}^{k}$ of the $\operatorname{RDE}$ (10.6) with $\sigma$ replaced by $\hat{\sigma}$. Since $Z$ is continuous with $Z_{0} \in B$, we can find $T^{\prime}>0$ such that $Z_{t} \in B$ for all $t \in\left[0, T^{\prime}\right]$. Then $\sigma\left(Z_{t}\right)=\hat{\sigma}\left(Z_{t}\right)$ and $\sigma_{2}\left(Z_{t}\right)=\hat{\sigma}_{2}\left(Z_{t}\right)$ for all $t \in\left[0, T^{\prime}\right]$, so that $Z$ is a solution of the original $\operatorname{RDE}$ (10.6) on the shorter time interval $\left[0, T^{\prime}\right]$. We have proved local existence assuming only that $\sigma$ is of class $C^{3}$.

### 10.2. INVARIANCE

In this section we prepare the ground for a contraction argument to be proved in the next section. We start with an estimate of $[\sigma(\boldsymbol{f})]_{\mathcal{D}_{\mathbb{X}}^{2 \alpha}\left(\mathbb{R}^{\ell}\right)}$ in terms of $[\boldsymbol{f}]_{\mathcal{D}_{\mathbb{X}}^{2 \alpha}\left(\mathbb{R}^{k}\right)}$, under the assumption that $\sigma$ is of class $C^{2}$ with bounded first and second derivative. We fix $D>0$ such that

$$
D \geq \max \left\{\|\nabla \sigma\|_{\infty},\left\|\nabla^{2} \sigma\right\|_{\infty}\right\}
$$

Lemma 10.3. Let $\sigma: \mathbb{R}^{k} \rightarrow \mathbb{R}^{k} \otimes\left(\mathbb{R}^{d}\right)^{*}$ be of class $C^{2}$ with $\|\nabla \sigma\|_{\infty}+\left\|\nabla^{2} \sigma\right\|_{\infty} \leqslant D$, for some $D<+\infty$. Then for some $C>0$ and any $\boldsymbol{f}=\left(f, f^{1}\right) \in \mathcal{D}_{\mathbb{X}}^{2 \alpha}\left(\mathbb{R}^{k}\right)$

$$
\begin{equation*}
[\sigma(\boldsymbol{f})]_{\mathcal{D}_{\mathbb{X}}^{2 \alpha}\left(\mathbb{R}^{k} \otimes \mathbb{R}^{d}\right)} \leqslant D\left([\boldsymbol{f}]_{\mathcal{D}_{\mathbb{X}}^{2 \alpha}\left(\mathbb{R}^{k}\right)}+\left\|f^{1}\right\|_{\infty}\|\delta f\|_{\alpha}+\|\delta f\|_{\alpha}^{2}\right) \tag{10.7}
\end{equation*}
$$

Proof. By (10.3) we have

$$
\begin{gathered}
\left\|\delta\left(\nabla \sigma(f) f^{1}\right)\right\|_{\alpha} \leqslant D\left(\left\|\delta f^{1}\right\|_{\alpha}+\left\|f^{1}\right\|_{\infty}\|\delta f\|_{\alpha}\right) \\
\left\|\sigma(\boldsymbol{f})^{[2]}\right\|_{2 \alpha} \leqslant D\left(\left\|f^{[2]}\right\|_{2 \alpha}+\|\delta f\|_{\alpha}^{2}\right)
\end{gathered}
$$

Therefore, recalling (9.7),

$$
\begin{aligned}
{[\sigma(\boldsymbol{f})]_{\mathcal{D}_{\mathbb{X}}^{2 \alpha}\left(\mathbb{R}^{k} \otimes \mathbb{R}^{d}\right)} } & =\left\|\delta\left(\nabla \sigma(f) f^{1}\right)\right\|_{\alpha}+\left\|\sigma(\boldsymbol{f})^{[2]}\right\|_{2 \alpha} \\
& \leqslant D\left([\boldsymbol{f}]_{\mathcal{D}_{\mathbb{X}}^{2 \alpha}\left(\mathbb{R}^{k}\right)}+\left\|f^{1}\right\|_{\infty}\|\delta f\|_{\alpha}+\|\delta f\|_{\alpha}^{2}\right) .
\end{aligned}
$$

where, in the last inequality, we apply (9.8).
We define $\Gamma: \mathcal{D}_{\mathbb{X}}^{2 \alpha}\left(\mathbb{R}^{k}\right) \rightarrow \mathcal{D}_{\mathbb{X}}^{2 \alpha}\left(\mathbb{R}^{k}\right)$

$$
\Gamma(\boldsymbol{f}):=\left(Z_{0}, 0\right)+\int_{0} \sigma(\boldsymbol{f}) d \mathbb{X}
$$

(we know that indeed $\Gamma$ maps $\mathcal{D}_{\mathbb{X}}^{2 \alpha}\left(\mathbb{R}^{k}\right)$ into $\mathcal{D}_{\mathbb{X}}^{2 \alpha}\left(\mathbb{R}^{k}\right)$ by Lemma 10.1). In other words, $\Gamma\left(f, f^{1}\right)$ is equal to the only $\left(J, J^{1}\right) \in \mathcal{D}_{\mathbb{X}}^{2 \alpha}$ such that

$$
\begin{equation*}
J_{0}=Z_{0}, \quad J_{s}^{1}=\sigma\left(f_{s}\right), \quad \delta J_{s t}-\sigma\left(f_{s}\right) \mathbb{X}_{s t}^{1}-\nabla \sigma\left(f_{s}\right) f_{s}^{1} \mathbb{X}_{s t}^{2} \in C_{2}^{3 \alpha} \tag{10.8}
\end{equation*}
$$

We want to construct solutions to (10.6) by a fixed point argument for $T$ small enough. Let $M>0$ and $\mathbb{X}$ such that $\left\|\mathbb{X}^{1}\right\|_{\alpha}+\left\|\mathbb{X}^{2}\right\|_{2 \alpha} \leqslant M$ and

$$
\begin{equation*}
\mathcal{B}:=\left\{\boldsymbol{f}=\left(f, f^{1}\right) \in \mathcal{D}_{\mathbb{X}}^{2 \alpha}:\left(f_{0}, f_{0}^{1}\right)=\left(Z_{0}, \sigma\left(Z_{0}\right)\right),[\boldsymbol{f}]_{\mathcal{D}_{\mathbb{X}}^{2 \alpha}\left(\mathbb{R}^{k}\right)} \leqslant 4 C\right\} \tag{10.9}
\end{equation*}
$$

where

$$
\begin{equation*}
C:=(1+M) D\|\sigma\|_{\infty} . \tag{10.10}
\end{equation*}
$$

Lemma 10.4. If $T^{\alpha} \leqslant \varepsilon_{0}$ given by

$$
\begin{equation*}
\varepsilon_{0}:=\frac{1}{8\left(1+K_{3 \alpha}\right)(1+D)\left(1+\|\sigma\|_{\infty}\right)(1+M)^{2}}, \tag{10.11}
\end{equation*}
$$

then $\Gamma(\mathcal{B}) \subseteq \mathcal{B}$. Moreover, setting

$$
\begin{equation*}
L:=2(1+M)\|\sigma\|_{\infty}=\frac{2 C}{D} \tag{10.12}
\end{equation*}
$$

for any $\boldsymbol{f}=\left(f, f^{1}\right) \in \mathcal{B}$ we have

$$
\begin{equation*}
\max \left\{\|\delta f\|_{\alpha},\left\|f^{1}\right\|_{\infty}\right\} \leqslant L \tag{10.13}
\end{equation*}
$$

Proof. Let $\boldsymbol{f} \in \mathcal{B}$. Setting $\varepsilon:=T^{\alpha}$, if $\varepsilon \leqslant \varepsilon_{0}$ then in particular

$$
\varepsilon C \leqslant \frac{\|\sigma\|_{\infty}}{8\left(1+K_{3 \alpha}\right)\left(1+\|\sigma\|_{\infty}\right)(1+M)} \leqslant \frac{\|\sigma\|_{\infty}}{8} .
$$

We obtain

$$
\left\|f^{1}\right\|_{\infty} \leqslant\left|\sigma\left(Z_{0}\right)\right|+\varepsilon\left\|\delta f^{1}\right\|_{\alpha} \leqslant\|\sigma\|_{\infty}+\varepsilon_{0}[\boldsymbol{f}]_{\mathcal{D}_{\mathbb{X}}^{2 \alpha}\left(\mathbb{R}^{k}\right)} \leqslant 2\|\sigma\|_{\infty} \leqslant L
$$

since $\varepsilon_{0} 4 C \leqslant\|\sigma\|_{\infty}$. Similarly

$$
\begin{aligned}
\|\delta f\|_{\alpha} & \leqslant \varepsilon\left\|f^{[2]}\right\|_{2 \alpha}+\left\|f^{1}\right\|_{\infty}\left\|\mathbb{X}^{1}\right\|_{\alpha} \leqslant \varepsilon_{0} 4 C+\left(\|\sigma\|_{\infty}+\varepsilon_{0} 4 C\right) M \\
& =\varepsilon_{0} 4 C(1+M)+\|\sigma\|_{\infty} M \leqslant 2(1+M)\|\sigma\|_{\infty}=L
\end{aligned}
$$

Therefore (10.13) is proved.
We prove now that $\Gamma(\boldsymbol{f}) \in \mathcal{B}$. We recall that $\Gamma(\boldsymbol{f})=(J, \sigma(f))$, where $J$ is uniquely determined by (10.8). By (9.9)

$$
[\Gamma(\boldsymbol{f})]_{\mathcal{D}_{\mathbb{X}}^{2 \alpha}\left(\mathbb{R}^{k}\right)} \leqslant 2(1+M)\left(\left|\nabla \sigma\left(Z_{0}\right) \sigma\left(Z_{0}\right)\right|+\varepsilon\left(1+K_{3 \alpha}\right)[\sigma(\boldsymbol{f})]_{\mathcal{D}_{\mathbb{X}}^{2 \alpha}\left(\mathbb{R}^{k}\right)}\right)
$$

By (10.7) and (10.13) we obtain

$$
[\Gamma(\boldsymbol{f})]_{\mathcal{D}_{\mathbb{X}}^{2 \alpha}\left(\mathbb{R}^{k}\right)} \leqslant 2(1+M)\left(D\|\sigma\|_{\infty}+\varepsilon\left(1+K_{3 \alpha}\right) D\left([\boldsymbol{f}]_{\mathcal{D}_{\mathbb{X}}^{2 \alpha}\left(\mathbb{R}^{k}\right)}+2 L^{2}\right)\right)
$$

Now $(1+M) D\|\sigma\|_{\infty}=C$, and

$$
D\left([\boldsymbol{f}]_{\mathcal{D}_{\mathbb{X}}^{\alpha}\left(\mathbb{R}^{k}\right)}+2 L^{2}\right) \leqslant D\left(4 C+2 \frac{4 C^{2}}{D^{2}}\right) \leqslant 8 C\left(D+\frac{C}{D}\right) .
$$

Note that

$$
\begin{equation*}
D+\frac{C}{D}=D+(1+M)\|\sigma\|_{\infty} \leqslant(1+M)(1+D)\left(1+\|\sigma\|_{\infty}\right) \tag{10.14}
\end{equation*}
$$

so that by (10.11)

$$
[\Gamma(\boldsymbol{f})]_{\mathcal{D}_{\mathbb{X}}^{2 \alpha}\left(\mathbb{R}^{k}\right)} \leqslant 2 C+2 C=4 C .
$$

Therefore, $\Gamma(\boldsymbol{f}) \in \mathcal{B}$.

### 10.3. Local Lipschitz continuity

We suppose that $\sigma$ is of class $C^{3}$, with $\|\sigma\|_{\infty}+\|\nabla \sigma\|_{\infty}+\left\|\nabla^{2} \sigma\right\|_{\infty}+\left\|\nabla^{3} \sigma\right\|_{\infty}<+\infty$ and we fix $D>0$ such that

$$
D \geqslant\|\nabla \sigma\|_{\infty}+\left\|\nabla^{2} \sigma\right\|_{\infty}+\left\|\nabla^{3} \sigma\right\|_{\infty}
$$

Lemma 10.5. (Local Lipschitz estimate) If $\left.\left.T^{\alpha} \in\right] 0, \varepsilon_{0}\right]$ where $\varepsilon_{0}$ is as in (10.11), then for $\boldsymbol{f}, \overline{\boldsymbol{f}} \in \mathcal{B}$, with $\mathcal{B}$ defined in (10.9), we have the local Lipschitz estimate

$$
\begin{equation*}
[\sigma(\boldsymbol{f})-\sigma(\overline{\boldsymbol{f}})]_{\mathcal{D}_{\mathbb{X}}^{2 \alpha}\left(\mathbb{R}^{k} \otimes\left(\mathbb{R}^{d}\right)^{*}\right)} \leqslant\left(2+D+\|\sigma\|_{\infty}\right)[\boldsymbol{f}-\overline{\boldsymbol{f}}]_{\mathcal{D}_{\mathbb{X}}^{2 \alpha}\left(\mathbb{R}^{k}\right)} \tag{10.15}
\end{equation*}
$$

Proof. By Lemma 10.4 we have for $\boldsymbol{f}=\left(f, f^{1}\right), \overline{\boldsymbol{f}}=\left(\bar{f}, \bar{f}^{1}\right)$

$$
\max \left\{\|\delta f\|_{\alpha},\|\delta \bar{f}\|_{\alpha},\left\|\bar{f}^{1}\right\|_{\infty}\right\} \leqslant L
$$

with $L$ as in (10.12). Now, we want to estimate

$$
\begin{aligned}
{[\sigma(\boldsymbol{f})-\sigma(\overline{\boldsymbol{f}})]_{\mathcal{D}_{\bar{X}}^{2 \alpha}\left(\mathbb{R}^{k} \otimes\left(\mathbb{R}^{d}\right)^{*}\right)}=} & \underbrace{\left\|\delta\left(\nabla \sigma(f) f^{1}-\nabla \sigma(\bar{f}) \bar{f}^{1}\right)\right\|_{\alpha}}_{A} \\
& +\underbrace{\left\|\sigma(\boldsymbol{f})^{[2]}-\sigma(\overline{\boldsymbol{f}})^{[2]}\right\|_{2 \alpha}}_{B} .
\end{aligned}
$$

We set $\Delta:=f-\bar{f}, \Delta^{1}:=f^{1}-\bar{f}^{1}, \Delta^{[2]}:=f^{[2]}-\bar{f}^{[2]}$. We first estimate $A$ :

$$
\begin{aligned}
& \left|\delta\left(\nabla \sigma(f) f^{1}-\nabla \sigma(\bar{f}) \bar{f}^{1}\right)_{s t}\right|= \\
& =\left|\delta(\nabla \sigma(f))_{s t} f_{t}^{1}+\nabla \sigma\left(f_{s}\right) \delta f_{s t}^{1}-\delta(\nabla \sigma(\bar{f}))_{s t} \bar{f}_{t}^{1}-\nabla \sigma\left(\bar{f}_{s}\right) \delta \bar{f}_{s t}^{1}\right| \\
& \leqslant\left|\delta(\nabla \sigma(f)-\nabla \sigma(\bar{f}))_{s_{t}} f_{t}^{1}\right|+\left|\delta(\nabla \sigma(\bar{f}))_{s t}\left(f_{t}^{1}-\bar{f}_{t}^{1}\right)\right|+ \\
& \quad+\left|\left(\nabla \sigma\left(f_{s}\right)-\nabla \sigma\left(\bar{f}_{s}\right)\right) \delta f_{s t}^{1}\right|+\left|\nabla \sigma\left(\bar{f}_{s}\right)(\delta f-\delta \bar{f})_{s t}\right| .
\end{aligned}
$$

By Lemma 2.8 and (1.39) we have for $\varepsilon=T^{\alpha}$

$$
\begin{aligned}
A \leqslant & D\left[\left\|f^{1}\right\|_{\infty}\left(\|\delta \Delta\|_{\alpha}+\left(\|\delta f\|_{\alpha}+\|\delta \bar{f}\|_{\alpha}\right)\|\Delta\|_{\infty}\right)+\|\delta \bar{f}\|_{\alpha}\left\|\Delta^{1}\right\|_{\infty}+\right. \\
& \left.+\|\Delta\|_{\infty}\left\|\delta f^{1}\right\|_{\alpha}+\left\|\delta \Delta^{1}\right\|_{\alpha}\right] \\
\leqslant & D\left[\left(\left(\|\delta f\|_{\alpha}+\|\delta \bar{f}\|_{\alpha}\right)\left\|f^{1}\right\|_{\infty}+\left\|\delta f^{1}\right\|_{\alpha}\right)\|\Delta\|_{\infty}+\left\|f^{1}\right\|_{\infty}\|\delta \Delta\|_{\alpha}+\right. \\
& \left.+\left(1+\varepsilon\|\delta \bar{f}\|_{\alpha}\right)\left\|\delta \Delta^{1}\right\|_{\alpha}\right] \\
\leqslant & D\left[\left(2 L^{2}+\left\|\delta f^{1}\right\|_{\alpha}\right)\|\Delta\|_{\infty}+L\|\delta \Delta\|_{\alpha}+(1+\varepsilon L)\left\|\delta \Delta^{1}\right\|_{\alpha}\right]
\end{aligned}
$$

We show now that

$$
\begin{align*}
B & \leqslant D\left(\left(\left\|f f^{[2]}\right\|_{2 \alpha}+3\|\delta f\|_{\alpha}^{2}\right)\|\Delta\|_{\infty}+\left(\|\delta f\|_{\alpha}+\|\delta \bar{f}\|_{\alpha}\right)\|\delta \Delta\|_{\alpha}+\left\|\Delta^{[2]}\right\|_{2 \alpha}\right) \\
& \leqslant D\left[\left(\left\|f^{[2]}\right\|_{2 \alpha}+3 L^{2}\right)\|\Delta\|_{\infty}+2 L\|\delta \Delta\|_{\alpha}+\left\|\Delta^{[2]}\right\|_{2 \alpha}\right] . \tag{10.16}
\end{align*}
$$

We have by (10.2)

$$
\begin{aligned}
B \leqslant & \left\|\nabla \sigma(f) f^{[2]}-\nabla \sigma(\bar{f}) \bar{f}^{[2]}\right\|_{2 \alpha}+ \\
& +\int_{0}^{1}\left\|\nabla^{2} \sigma(f+u \delta f) \delta f \otimes \delta f-\nabla^{2} \sigma(\bar{f}+u \delta \bar{f}) \delta \bar{f} \otimes \delta \bar{f}\right\|_{2 \alpha} \mathrm{~d} u
\end{aligned}
$$

With the usual estimate $|a b-\bar{a} \bar{b}| \leqslant|a-\bar{a}||b|+|\bar{a}||b-\bar{b}|$ we can write

$$
\begin{aligned}
& \left\|\nabla \sigma(f) f^{[2]}-\nabla \sigma(\bar{f}) \bar{f}^{[2]}\right\|_{2 \alpha} \leqslant \\
& \leqslant\|\nabla \sigma(f)-\nabla \sigma(\bar{f})\|_{\infty}\left\|f^{[2]}\right\|_{2 \alpha}+\|\nabla \sigma(\bar{f})\|_{\infty}\left\|\Delta^{[2]}\right\|_{2 \alpha} \\
& \leqslant\left\|\nabla^{2} \sigma\right\|_{\infty}\|\Delta\|_{\infty}\left\|f^{[2]}\right\|_{2 \alpha}+\|\nabla \sigma\|_{\infty}\left\|\Delta^{[2]}\right\|_{2 \alpha} \\
& \leqslant D\left(\|\Delta\|_{\infty}\left\|f^{[2]}\right\|_{2 \alpha}+\left\|\Delta^{[2]}\right\|_{2 \alpha}\right) .
\end{aligned}
$$

For the other term

$$
\begin{aligned}
& \int_{0}^{1}\left\|\nabla^{2} \sigma(f+u \delta f) \cdot \delta f \otimes \delta f-\nabla^{2} \sigma(\bar{f}+u \delta \bar{f}) \cdot \delta \bar{f} \otimes \delta \bar{f}\right\|_{2 \alpha} \mathrm{~d} u \leqslant \\
& \leqslant\left\|\nabla^{3} \sigma\right\|_{\infty}\|\delta f\|_{\alpha}^{2}\left(\|\Delta\|_{\infty}+\|\delta \Delta\|_{\infty}\right)+\left\|\nabla^{2} \sigma\right\|_{\infty}\left(\|\delta f\|_{\alpha}+\|\delta \bar{f}\|_{\alpha}\right)\|\delta \Delta\|_{\alpha} \\
& \leqslant D\left(\|\delta f\|_{\alpha}^{2}\left(\|\Delta\|_{\infty}+\|\delta \Delta\|_{\infty}\right)+\left(\|\delta f\|_{\alpha}+\|\delta \bar{f}\|_{\alpha}\right)\|\delta \Delta\|_{\alpha}\right) .
\end{aligned}
$$

Recalling that $\|\delta \Delta\|_{\infty} \leqslant 2\|\Delta\|_{\infty}$, we have finished the proof of (10.16).

Since $\Delta_{0}=f_{0}-\bar{f}_{0}=0$, we have $\|\Delta\|_{\infty} \leqslant \varepsilon\|\delta \Delta\|_{\alpha}$. Summing up, we obtain

$$
\begin{aligned}
& {[\sigma(\boldsymbol{f})-\sigma(\overline{\boldsymbol{f}})]_{\mathcal{D}_{\mathbb{X}}^{2 \alpha}\left(\mathbb{R}^{k} \otimes\left(\mathbb{R}^{d}\right)^{*}\right)}=A+B} \\
& \leqslant\left\{\left(3 L+\varepsilon\left(5 L^{2}+[\boldsymbol{f}]_{\mathcal{D}_{\mathbb{X}}^{2 \alpha}\left(\mathbb{R}^{k}\right)}\right)\right)\|\delta \Delta\|_{\alpha}+(1+\varepsilon L)[\boldsymbol{f}-\overline{\boldsymbol{f}}]_{\mathcal{D}_{\mathbb{X}}^{2 \alpha}\left(\mathbb{R}^{k}\right)}\right\} .
\end{aligned}
$$

On the other hand

$$
\begin{aligned}
\|\delta \Delta\|_{\alpha} & \leqslant \varepsilon\left\|\Delta^{[2]}\right\|_{2 \alpha}+\left\|\Delta^{1}\right\|_{\infty}\left\|\mathbb{X}^{1}\right\|_{\alpha} \\
& \leqslant \varepsilon\left\|\Delta^{[2]}\right\|_{2 \alpha}+\varepsilon M\left\|\delta \Delta^{1}\right\|_{\alpha} \\
& \leqslant \varepsilon(1+M)[\boldsymbol{f}-\overline{\boldsymbol{f}}]_{\mathcal{D}^{2} \alpha}\left(\mathbb{R}^{k}\right) .
\end{aligned}
$$

Therefore

$$
[\sigma(\boldsymbol{f})-\sigma(\overline{\boldsymbol{f}})]_{\mathcal{D}_{\mathbb{X}}^{2 \alpha}\left(\mathbb{R}^{k} \otimes\left(\mathbb{R}^{d}\right)^{*}\right)} \leqslant\left(\varepsilon(1+M) c_{1}+c_{2}\right)[\boldsymbol{f}-\overline{\boldsymbol{f}}]_{\mathcal{D}_{\mathbb{X}}^{\alpha}\left(\mathbb{R}^{k}\right)},
$$

where we set

$$
c_{1}:=D\left(3 L+\varepsilon\left([\boldsymbol{f}]_{\mathcal{D}_{\mathbb{K}}^{2 \alpha}\left(\mathbb{R}^{k}\right)}+5 L^{2}\right)\right), \quad c_{2}:=D(1+\varepsilon L) .
$$

Since $[\boldsymbol{f}]_{\mathcal{D}_{\mathbb{X}}^{2 \alpha}\left(\mathbb{R}^{k}\right)} \leqslant 4 C$ we obtain, recalling that $D L=2 C$ by (10.12),

$$
\begin{aligned}
c_{1} & \leqslant D\left(3 L+\varepsilon\left(4 C+5 L^{2}\right)\right) \leqslant 6 C+20 \varepsilon C\left(D+\frac{C}{D}\right) \\
& \leqslant 6 C+20 \varepsilon C(1+D)\left(1+\|\sigma\|_{\infty}\right)(1+M) \\
& \leqslant 6 C+3 C=9 C
\end{aligned}
$$

where we have used first (10.14) and then (10.10)-(10.11). Similarly

$$
\varepsilon(1+M) c_{1} \leqslant 9 \varepsilon C(1+M)=9 \varepsilon D\|\sigma\|_{\infty}(1+M)^{2} \leqslant 2
$$

and

$$
c_{2}=D+\varepsilon D L=D+2 \varepsilon C \leqslant D+\|\sigma\|_{\infty} .
$$

Therefore

$$
\varepsilon(1+M) c_{1}+c_{2} \leqslant 2+D+\|\sigma\|_{\infty}
$$

The proof is finished.

### 10.4. CONTRACTION

In this section we prove local existence by means of a fixed point argument, assuming $\sigma$ to be of class $C^{3}$ and bounded with its first, second and third derivatives, namely $\|\sigma\|_{\infty}+\|\nabla \sigma\|_{\infty}+\left\|\nabla^{2} \sigma\right\|_{\infty}+\left\|\nabla^{3} \sigma\right\|_{\infty}<+\infty$. Therefore the assumptions are stronger than for the discrete approximation of Section 3.9. However this method has the advantage of not requiring compactness of the image of $\Gamma$ and therefore this approach works also for rough equations with values in infinite-dimensional spaces.

Let us fix $D>0$ such that

$$
D \geqslant \max \left\{\|\nabla \sigma\|_{\infty},\left\|\nabla^{2} \sigma\right\|_{\infty},\left\|\nabla^{3} \sigma\right\|_{\infty}\right\} .
$$

Recalling that $\mathcal{B}$ was defined in (10.9), we can now show the following
Lemma 10.6. If $\left.\left.T^{\alpha} \in\right] 0, \varepsilon_{0}\right]$ where $\varepsilon_{0}$ is as in (10.11), then $\Gamma: \mathcal{B} \rightarrow \mathcal{B}$ is a contraction for $\|\cdot\|_{\mathcal{D}_{\mathbb{X}}^{2 \alpha}}$.

Proof. Let $\boldsymbol{f}=\left(f, f^{1}\right)$ and $\overline{\boldsymbol{f}}=\left(\bar{f}, \bar{f}^{1}\right)$ be in $\mathcal{B}$. Since $f_{0}=\bar{f}_{0}$ and $f_{0}^{1}=\bar{f}_{0}^{1}$, by the definitions, see in particular (9.7),

$$
\|\Gamma(\boldsymbol{f})-\Gamma(\overline{\boldsymbol{f}})\|_{\mathcal{D}_{\mathbb{X}}^{2 \alpha}\left(\mathbb{R}^{k}\right)}=[\Gamma(\boldsymbol{f})-\Gamma(\overline{\boldsymbol{f}})]_{\mathcal{D}_{\mathbb{X}}^{\alpha \alpha}\left(\mathbb{R}^{k}\right)} .
$$

We set $\varepsilon:=T^{\alpha}$. By (9.9)

$$
[\Gamma(\boldsymbol{f})-\Gamma(\overline{\boldsymbol{f}})]_{\mathcal{D}_{\mathbb{X}}^{2 \alpha}\left(\mathbb{R}^{k}\right)} \leqslant \varepsilon 2(1+M)\left(1+K_{3 \alpha}\right)[\sigma(\boldsymbol{f})-\sigma(\overline{\boldsymbol{f}})]_{\mathcal{D}_{\mathbb{X}}^{2 \alpha}\left(\mathbb{R}^{k}\right)} .
$$

Now by Lemma 10.5

$$
[\sigma(\boldsymbol{f})-\sigma(\overline{\boldsymbol{f}})]_{\mathcal{D}_{\mathbb{X}}^{2 \alpha}\left(\mathbb{R}^{k} \otimes\left(\mathbb{R}^{d}\right)^{*}\right)} \leqslant\left(2+D+\|\sigma\|_{\infty)}\right)[\boldsymbol{f}-\overline{\boldsymbol{f}}]_{\mathcal{D}_{\mathbb{X}}^{2 \alpha}\left(\mathbb{R}^{k}\right)} .
$$

Now $2+D+\|\sigma\|_{\infty} \leqslant 2(1+D)\left(1+\|\sigma\|_{\infty}\right)$. Therefore

$$
[\Gamma(\boldsymbol{f})-\Gamma(\overline{\boldsymbol{f}})]_{\mathcal{D}_{\mathbb{X}}^{2 \alpha}\left(\mathbb{R}^{k}\right)} \leqslant c_{4}[\boldsymbol{f}-\overline{\boldsymbol{f}}]_{\mathcal{D}_{\mathbb{X}}^{2 \alpha}\left(\mathbb{R}^{k}\right)}
$$

with

$$
c_{4}=\varepsilon 2(1+M)\left(1+K_{3 \alpha}\right) 2(1+D)\left(1+\|\sigma\|_{\infty}\right) \leqslant \frac{1}{2}
$$

by (10.11). This concludes the proof.

## Chapter 11

## Algebra

Let us recall that a $d$-dimensional $\alpha$-rough path $\mathbb{X}=\left(\mathbb{X}^{1}, \mathbb{X}^{2}\right)$ with $\alpha>\frac{1}{3}$ is such that $\mathbb{X}_{s t}$ takes values in $G:=\mathbb{R}^{d} \times\left(\mathbb{R}^{d} \otimes \mathbb{R}^{d}\right)$ for all $0 \leqslant s \leqslant t \leqslant T$. We want to show that the Chen relation (7.21) has a very natural algebraic interpretation if we endow $G$ with a suitable group structure.

### 11.1. A NON-COMMUTATIVE GROUP

We denote in the following generic elements $x \in G=\mathbb{R}^{d} \times\left(\mathbb{R}^{d} \otimes \mathbb{R}^{d}\right)$ by $x=\left(x_{1}, x_{2}\right)$ with $x_{1} \in \mathbb{R}^{d}$ and $x_{2} \in \mathbb{R}^{d} \otimes \mathbb{R}^{d}$. We define an operation $*: G \times G \rightarrow G$ as follows: for $x, y \in G$ with $x=\left(x_{1}, x_{2}\right)$ and $y=\left(y_{1}, y_{2}\right)$ we set

$$
x * y:=z=\left(z_{1}, z_{2}\right), \quad z_{1}:=x_{1}+y_{1}, \quad z_{2}:=x_{2}+y_{2}+x_{1} \otimes y_{1} .
$$

It is simple to see that $(G, *, \mathbf{1})$, is a group, where $\mathbf{1}:=(0,0)$. First associativity of the product:

$$
\begin{aligned}
(x * y) * z & =\left(x_{1}+y_{1}+z_{1}, x_{2}+y_{2}+z_{2}+x_{1} \otimes y_{1}+\left(x_{1}+y_{1}\right) \otimes z_{1}\right) \\
& =\left(x_{1}+y_{1}+z_{1}, x_{2}+y_{2}+z_{2}+x_{1} \otimes\left(y_{1}+z_{1}\right)+y_{1} \otimes z_{1}\right) \\
& =x *(y * z) .
\end{aligned}
$$

Now the fact that $\mathbf{1}$ is the neutral element is obvious. Finally the inverse is given explicitly by

$$
\begin{equation*}
x^{*(-1)}=\left(-x_{1},-x_{2}+x_{1} \otimes x_{1}\right) . \tag{11.1}
\end{equation*}
$$

Let us note that $(G, *, \mathbf{1})$ is non-commutative for $d \geqslant 2$, since in general $x_{1} \otimes y_{1} \neq$ $y_{1} \otimes x_{1}$.

Now we want to interpret the Chen relation (7.21) in this setting. Given a $\alpha$ rough path $\mathbb{X}=\left(\mathbb{X}^{1}, \mathbb{X}^{2}\right)$, we write

$$
\mathbb{X}:[0, T]_{\leqslant}^{2} \rightarrow G, \quad \mathbb{X}_{s t}:=\left(\mathbb{X}_{s t}^{1}, \mathbb{X}_{s t}^{2}\right)
$$

Then the Chen formula (7.21) yields

$$
\mathbb{X}_{s t}=\mathbb{X}_{s u} * \mathbb{X}_{u t}, \quad 0 \leqslant s \leqslant t \leqslant T
$$

Indeed it is enough to note that for $0 \leqslant s \leqslant u \leqslant t \leqslant T$

$$
\mathbb{X}_{s t}^{1}=\mathbb{X}_{s u}^{1}+\mathbb{X}_{u t}^{1}, \quad \mathbb{X}_{s t}^{2}=\mathbb{X}_{s u}^{2}+\mathbb{X}_{u t}^{2}+\mathbb{X}_{s u}^{1} \otimes \mathbb{X}_{u t}^{1}
$$

Note that we also have, by the analytical estimates $\left|\mathbb{X}_{s t}^{i}\right| \lesssim|t-s|^{i \alpha}$ that $\mathbb{X}_{t t}=\mathbf{1}$.

### 11.2. Shuffle group

We can consider the subset $H \subset G$ given by

$$
\begin{equation*}
H:=\left\{x=\left(x_{1}, x_{2}\right) \in G: \quad x_{2}+x_{2}^{T}=x_{1} \otimes x_{1}\right\} \tag{11.2}
\end{equation*}
$$

where $(a \otimes b)^{T}:=b \otimes a$ for $a, b \in \mathbb{R}^{d}$.
We can see that $H$ is a subgroup of $G$ : if $x, y \in H$ then $z:=x * y$ satisfies

$$
\begin{aligned}
z_{2}+z_{2}^{T} & =x_{2}+y_{2}+x_{1} \otimes y_{1}+x_{2}^{T}+y_{2}^{T}+y_{1} \otimes x_{1} \\
& =x_{1} \otimes x_{1}+y_{1} \otimes y_{1}+x_{1} \otimes y_{1}+y_{1} \otimes x_{1} \\
& =\left(x_{1}+y_{1}\right) \otimes\left(x_{1}+y_{1}\right)=z_{1} \otimes z_{1} .
\end{aligned}
$$

Moreover if $x \in H$ then its inverse $y=x^{*(-1)} \in G$ satisfies

$$
\begin{aligned}
y_{2}+y_{2}^{T} & =-x_{2}+x_{1} \otimes x_{1}-x_{2}^{T}+x_{1} \otimes x_{1} \\
& =-x_{1} \otimes x_{1}+2 x_{1} \otimes x_{1} \\
& =\left(-x_{1}\right) \otimes\left(-x_{1}\right)=y_{1} \otimes y_{1}
\end{aligned}
$$

so that $x^{*(-1)} \in H$. Finally $\mathbf{1} \in H$. Therefore $H$ is indeed a (proper) subgroup of $G$. Moreover by (11.1) and the relation defining elements of $H$ we have the simpler expression for the inverse

$$
\begin{equation*}
x^{*(-1)}=\left(-x_{1}, x_{2}^{T}\right), \quad x \in H \tag{11.3}
\end{equation*}
$$

Indeed for $x \in H$ we obtain

$$
\begin{aligned}
\left(x_{1}, x_{2}\right) *\left(-x_{1}, x_{2}^{T}\right) & =\left(-x_{1}, x_{2}^{T}\right) *\left(x_{1}, x_{2}\right) \\
& =\left(x_{1}-x_{1}, x_{2}+x_{2}^{T}-x_{1} \otimes x_{1}\right) \\
& =(0,0)
\end{aligned}
$$

Therefore by (8.1) we have the following
Lemma 11.1. A rough path $\mathbb{X}$ is weakly geometric if and only if the associated map $\mathbb{X}:[0, T]_{\leqslant}^{2} \rightarrow G$ takes values in $H$.

### 11.3. ALGEBRA AND GENERALISED INTEGRAL

As we explained at the beginning of Chapter 7 , given $\mathbb{X}^{1}=\delta X \in C_{2}^{\alpha}$, a choice of $\mathbb{X}^{2}$ is equivalent to a choice of a generalised integral $I_{t}=\int_{0}^{t} X_{s} \otimes \mathrm{~d} X_{s}, t \in[0, T]$, namely

$$
\begin{equation*}
I:[0, T] \rightarrow \mathbb{R}^{d} \otimes \mathbb{R}^{d}, \quad I_{0}=0, \quad \delta I_{s t}-X_{s} \otimes \delta X_{s t}=\mathbb{X}_{s t}^{2}, \quad \mathbb{X}^{2} \in C_{2}^{2 \alpha} \tag{11.4}
\end{equation*}
$$

Given $\mathbb{X}=\left(\mathbb{X}^{1}, \mathbb{X}^{2}\right)$, we set now

$$
\mathbb{X}:[0, T] \rightarrow G, \quad \mathbb{X}_{t}:=\left(X_{t}, I_{t}\right), \quad t \in[0, T]
$$

We can see that $\left(\mathbb{X}_{s t}\right)_{0 \leqslant s \leqslant t \leqslant T}$ can be recovered as a purely algebraic function of $\left(\mathbb{X}_{t}\right)_{0 \leqslant t \leqslant T}$. Indeed for $0 \leqslant s \leqslant t$

$$
\begin{align*}
\mathbb{X}_{s}^{*(-1)} * \mathbb{X}_{t} & =\left(-X_{s},-I_{s}+X_{s} \otimes X_{s}\right) *\left(X_{t}, I_{t}\right) \\
& =\left(X_{t}-X_{s}, I_{t}-I_{s}+X_{s} \otimes X_{s}-X_{s} \otimes X_{t}\right) \\
& =\left(\mathbb{X}_{s t}^{1}, \delta I_{s t}-X_{s} \otimes\left(X_{t}-X_{s}\right)\right) \\
& =\left(\mathbb{X}_{s t}^{1}, \mathbb{X}_{s t}^{2}\right)=\mathbb{X}_{s t} . \tag{11.5}
\end{align*}
$$

With the definition $\mathbb{X}_{s t}:=\mathbb{X}_{s}^{*(-1)} * \mathbb{X}_{t}$, we obtain the Chen relation for unordered times

$$
\begin{equation*}
\mathbb{X}_{s t}=\mathbb{X}_{s u} * \mathbb{X}_{u t}, \quad \forall s, u, t \in[0, T] \tag{11.6}
\end{equation*}
$$

Remark 11.2. The definition of $\mathbb{X}:[0, T] \rightarrow G$ in (11.5) is not the only possible one. In fact, given any fixed $g \in G$, the function $\overline{\mathbb{X}}_{t}:=g * \mathbb{X}_{t}$ will also satisfy $\overline{\mathbb{X}}_{s}^{*(-1)} *$ $\overline{\mathbb{X}}_{t}=\mathbb{X}_{s t}$. Vice versa, given any $\overline{\mathbb{X}}:[0, T] \rightarrow G$ with this property, we obtain that $\mathbb{X}_{s} * \overline{\mathbb{X}}_{s}^{*(-1)}=\mathbb{X}_{t} * \overline{\mathbb{X}}_{t}^{*(-1)}$, namely the function $[0, T] \ni t \rightarrow \mathbb{X}_{t} * \overline{\mathbb{X}}_{t}^{*(-1)}$ is constant and therefore there is a $g \in G$ such that $\overline{\mathbb{X}}_{t}:=g * \mathbb{X}_{t}$. Denoting $g=\left(X_{0}^{\prime}, I_{0}^{\prime}\right) \in G$, we see that the generic element $g * \mathbb{X}_{t}$ is given by

$$
g * \mathbb{X}_{t}=\left(X_{0}^{\prime}+X_{t}, I_{0}^{\prime}+I_{t}+X_{0}^{\prime} \otimes X_{t}\right)=:\left(X_{t}^{\prime}, I_{t}^{\prime}\right)
$$

which corresponds to a change of initial condition. Indeed $\left(X_{t}^{\prime}, I_{t}^{\prime}\right)_{t \in[0, T]}$ satisfies

$$
\begin{equation*}
\delta I_{s t}^{\prime}-X_{s}^{\prime} \delta X_{s t}^{\prime}=\delta I_{s t}+X_{0}^{\prime} \otimes \delta X_{s t}-X_{0}^{\prime} \otimes \delta X_{s t}-X_{s} \otimes \delta X_{s t}=\mathbb{X}_{s t}^{2} \tag{11.7}
\end{equation*}
$$

namely $I^{\prime}$ is still a generalised integral of the form $I_{0}^{\prime}+\int_{0}^{c}\left(X_{0}^{\prime}+X_{s}\right) \otimes \mathrm{d} X_{s}$.
For example, if $\overline{\mathbb{X}}_{t}:=\mathbb{X}_{0 t}$, then we also have $\overline{\mathbb{X}}_{s}^{*(-1)} * \overline{\mathbb{X}}_{t}=\mathbb{X}_{s t}$ and in this case by (11.4)

$$
\begin{equation*}
\overline{\mathbb{X}}_{t}=\mathbb{X}_{0 t}=\left(X_{t}-X_{0}, I_{t}-X_{0} \otimes\left(X_{t}-X_{0}\right)\right)=\left(-X_{0},-X_{0} \otimes X_{0}\right) *\left(X_{t}, I_{t}\right) \tag{11.8}
\end{equation*}
$$

Finally, we note that the condition $\mathbb{X}^{2} \in C_{2}^{2 \alpha}$ is equivalent to the condition that ( $I^{\prime}, X^{\prime}$ ) be controlled by $\mathbb{X}$, since by (11.7)

$$
\left\|\mathbb{X}^{2}\right\|_{2 \alpha}=\left\|\delta I^{\prime}-X^{\prime} \otimes \mathbb{X}^{1}\right\|_{2 \alpha}
$$

Suppose now that $\left(\mathbb{X}_{s t}\right)_{0 \leqslant s \leqslant t \leqslant T}$ is weakly geometric, namely $\mathbb{X}_{s t}$ belongs to the semigroup $H$ defined in (11.2). It is then natural to ask that $\mathbb{X}:[0, T] \rightarrow G$ takes also values in $H$. If we define as above $\overline{\mathbb{X}}_{t}:=\mathbb{X}_{0 t}=\left(\mathbb{X}_{0 t}^{1}, \mathbb{X}_{0 t}^{2}\right)$, then this has the desidered properties since

$$
\mathbb{X}_{0 t}^{2}+\left(\mathbb{X}_{0 t}^{2}\right)^{T}=\mathbb{X}_{0 t}^{1} \otimes \mathbb{X}_{0 t}^{1}
$$

Again this function is not unique since for any $h \in H$ the function $t \rightarrow h * \overline{\mathbb{X}}_{t}$ again has the same property (and this is the general form of the function with such property).

Interestingly, it seems that in the geometric case it is not possible to consider the example we choose at the beginning of this section, namely $I_{t}=\int_{0}^{t} X_{s} \otimes \mathrm{~d} X_{s}$, $t \in[0, T]$, satisfying (11.4), unless $X_{0}=0$. Indeed, if $X_{0} \neq 0$, then the element $\left(-X_{0}\right.$, $\left.-X_{0} \otimes X_{0}\right) \in G$ does not belong to $H$, since

$$
-X_{0} \otimes X_{0}+\left(-X_{0} \otimes X_{0}\right)^{T}=-2 X_{0} \otimes X_{0} \neq X_{0} \otimes X_{0}
$$

On the other hand we have seen in (11.8) that $\overline{\mathbb{X}}_{t}=\left(-X_{0},-X_{0} \otimes X_{0}\right) *\left(X_{t}, I_{t}\right)$, so that $\left(X_{t}, I_{t}\right)$ does not belong to $H$ either (otherwise all three elements in the equality would).

This includes the smooth case. A general and simple solution is to replace $\left(X_{s}\right)_{s \in[0, T]}$ by $\left(X_{s}-X_{0}\right)_{s \in[0, T]}$.

### 11.4. UNORDERED TIMES

Given the relation (11.5) $\mathbb{X}_{s}^{*(-1)} * \mathbb{X}_{t}=\mathbb{X}_{s t}$ for $s \leqslant t$, it is natural to wonder whether we have an expression for $\mathbb{X}_{s}^{*(-1)} * \mathbb{X}_{t}$ when $s>t$, which is equivalent to having an expression for $\mathbb{X}_{s t}$ when $s>t$. If $\mathbb{X}_{s t}^{1}=X_{t}-X_{s}$ and $X:[0, T] \rightarrow \mathbb{R}^{d}$ is of class $C^{1}$, then it is enough to set

$$
\begin{equation*}
\mathbb{X}_{s t}^{1}:=-\mathbb{X}_{t s}^{1}=X_{t}-X_{s}, \quad \mathbb{X}_{s t}^{2}:=\int_{t}^{s}\left(X_{s}-X_{r}\right) \otimes \dot{X}_{r} \mathrm{~d} r \tag{11.9}
\end{equation*}
$$

Then

$$
\begin{aligned}
\mathbb{X}_{s t}^{*(-1)} & =\left(\mathbb{X}_{t s}^{1},-\mathbb{X}_{s t}^{2}+\mathbb{X}_{t s}^{1} \otimes \mathbb{X}_{t s}^{1}\right) \\
& =\left(\mathbb{X}_{t s}^{1}, \int_{t}^{s}\left(X_{r}-X_{s}+X_{s}-X_{t}\right) \otimes \dot{X}_{r} \mathrm{~d} r\right) \\
& =\mathbb{X}_{t s}
\end{aligned}
$$

If $\mathbb{X}_{s t}^{1}=X_{t}-X_{s}$ and $X:[0, T] \rightarrow \mathbb{R}^{d}$ is only of class $C^{\alpha}$ with $\alpha \in(0,1)$, the definition of $\mathbb{X}_{s t}^{1}$ for $s>t$ is the same.

$$
\mathbb{X}_{s t}^{1}:=-\mathbb{X}_{t s}^{1}, \quad 0 \leqslant t<s \leqslant T
$$

and we obtain

$$
\mathbb{X}_{s t}^{1}=X_{t}-X_{s}, \quad\left|\mathbb{X}_{s t}^{1}\right| \lesssim|t-s|^{\alpha}, \quad \forall s, t \in[0, T]
$$

However the definition of $\mathbb{X}^{2}$ in (11.9) can not be used if $X$ is not $C^{1}$. We want at least to extend $\mathbb{X}^{2}$ to $[0, T]^{2}$ so that for all $s, u, t \in[0, T]$

$$
\delta \mathbb{X}_{s u t}^{2}=\mathbb{X}_{s u}^{1} \otimes \mathbb{X}_{u t}^{1}, \quad\left|\mathbb{X}_{s t}^{2}\right| \lesssim|t-s|^{2 \alpha}
$$

We set for $0 \leqslant t<s \leqslant T$ following (11.1)

$$
\mathbb{X}_{s t}^{2}:=\mathbb{X}_{t s}^{*(-1)}=-\mathbb{X}_{t s}^{2}+\mathbb{X}_{s t}^{1} \otimes \mathbb{X}_{s t}^{1}
$$

Note that then we clearly have $\left|\mathbb{X}_{s t}^{2}\right| \lesssim|t-s|^{2 \alpha}$ for all $s, t \in[0, T]$.
With these choices, we have by (11.1)

$$
\mathbb{X}_{s t}=\mathbb{X}_{t s}^{*(-1)}, \quad \forall s, t \in[0, T]
$$

Then by (11.5), for $0 \leqslant t<s \leqslant T$

$$
\mathbb{X}_{s t}=\mathbb{X}_{t s}^{*(-1)}=\left(\mathbb{X}_{t}^{*(-1)} * \mathbb{X}_{s}\right)^{*(-1)}=\mathbb{X}_{s}^{*(-1)} * \mathbb{X}_{t}
$$

namely (11.5) holds for all $s, t \in[0, T]$.
Now, suppose that we have a general germ $A:[0, T]^{2} \rightarrow \mathbb{R}$. We suppose that it satisfies for some $\eta>1$

$$
\left|A_{s t}-A_{s u}-A_{u t}\right| \leqslant C_{A}(|u-s| \vee|t-u|)^{\eta}, \quad s, u, t \in[0, T] .
$$

In particular, the restriction $A:[0, T]_{\leqslant}^{2} \rightarrow \mathbb{R}$ is such that $\delta A:[0, T]_{\leqslant}^{3} \rightarrow \mathbb{R}$ belongs to $C_{3}^{\eta}$. By the Sewing Lemma, we have a unique choice for $(I, R)$ such that

$$
I_{0}=0, \quad \delta I_{s t}=A_{s t}+R_{s t}, \quad\left|R_{s t}\right| \lesssim|t-s|^{\eta}, \quad 0 \leqslant s \leqslant t \leqslant T
$$

We want to extend $R$ to a function on $[0, T]^{2}$ in such a way that the previous formula holds over $[0, T]^{2}$. We set

$$
\begin{equation*}
R_{s t}=-A_{s t}-A_{t s}-R_{t s}, \quad 0 \leqslant t \leqslant s \leqslant T . \tag{11.10}
\end{equation*}
$$

Since $\delta I_{t s}=-\delta I_{s t}$, we have for $t \leqslant s$

$$
R_{s t}=-A_{s t}-\left(\delta I_{t s}-R_{t s}\right)-R_{t s}=-A_{s t}-\delta I_{t s}=\delta I_{s t}-A_{s t},
$$

so that $\delta I=A+R$ on $[0, T]^{2}$. Moreover, since $A_{s s}=0$ by Remark 5.6,

$$
\begin{equation*}
\left|R_{s t}\right| \leqslant\left|(\delta A)_{s t s}\right|+\left|R_{t s}\right| \leq\left(C_{\eta}+1\right) C_{A}|t-s|^{\eta}, \quad 0 \leqslant t \leqslant s \leqslant T . \tag{11.11}
\end{equation*}
$$

### 11.5. An example: the Brownian case

Let consider the Itô Brownian rough paths in $\mathbb{R}^{d}$

$$
\mathbb{B}_{s t}^{1}=B_{t}-B_{s}, \quad \mathbb{B}_{s t}^{2}=\int_{s}^{t}\left(B_{r}-B_{s}\right) \otimes \mathrm{d} B_{r}, \quad 0 \leqslant s \leqslant t \leqslant T .
$$

Note that if $s>t$ we can not use naively the definition (11.9) for $\mathbb{B}_{s t}^{2}$ since the stochastic integral $\int_{t}^{s}\left(B_{s}-B_{r}\right) \otimes \mathrm{d} B_{r}$ is anticipative, namely $\left(B_{s}-B_{r}\right)_{t \leqslant r \leqslant s}$ is not adapted to the filtration of $\left(B_{r}\right)_{t \leqslant r \leqslant s}$, and therefore some care is required. Let us rather apply the algebraic definition $\mathbb{B}_{s t}:=\mathbb{B}_{t s}^{*(-1)}$, namely for $0 \leqslant t<s \leqslant T$ we set

$$
\begin{aligned}
\mathbb{B}_{s t}^{1} & :=B_{t}-B_{s} \\
\mathbb{B}_{s t}^{2} & :=-\int_{t}^{s}\left(B_{r}-B_{t}\right) \otimes \mathrm{d} B_{r}+\left(B_{s}-B_{t}\right) \otimes\left(B_{s}-B_{t}\right) \\
& =\int_{t}^{s} \mathrm{~d} B_{r} \otimes\left(B_{r}-B_{t}\right)+(s-t) I,
\end{aligned}
$$

where $I$ is the identity matrix of $\mathbb{R}^{d}$. In other words

$$
\left(\mathbb{B}_{s t}^{2}\right)^{i j}=\int_{t}^{s} \mathrm{~d} B_{r}^{i}\left(B_{r}-B_{t}\right)^{j}+(s-t) \mathbb{1}_{(i=j)} .
$$

Here a one-parameter function $\mathbb{B}:[0, T] \rightarrow G$ such that $\mathbb{B}_{s t}=\mathbb{B}_{s}^{*(-1)} * \mathbb{B}_{t}$ is given by

$$
\mathbb{B}_{t}=\left(B_{t}, \int_{0}^{t} B_{r} \otimes \mathrm{~d} B_{r}\right), \quad t \geqslant 0 .
$$

Let us consider now the Stratonovich case:

$$
\overline{\mathbb{B}}_{s t}^{1}=B_{t}-B_{s}, \quad \overline{\mathbb{B}}_{s t}^{2}=\int_{s}^{t}\left(B_{r}-B_{s}\right) \otimes \operatorname{od} B_{r}, \quad 0 \leqslant s \leqslant t \leqslant T .
$$

Then we obtain from the definitions of the previous section for $0 \leqslant t<s \leqslant T$

$$
\overline{\mathbb{B}}_{s t}^{1}=B_{t}-B_{s},
$$

and if one applies (11.3) then we have for $0 \leqslant t<s \leqslant T$

$$
\overline{\mathbb{B}}_{s t}^{2}=\left(\overline{\mathbb{B}}_{t s}^{2}\right)^{T}=\int_{t}^{s} \circ \mathrm{~d} B_{r} \otimes\left(B_{r}-B_{t}\right)
$$

namely

$$
\left(\overline{\mathbb{B}}_{s t}^{2}\right)^{i j}=\int_{t}^{s}\left(B_{r}-B_{t}\right)^{j} \circ \mathrm{od} B_{r}^{i}
$$

Here a one-parameter function $\overline{\mathbb{B}}:[0, T] \rightarrow H$ such that $\overline{\mathbb{B}}_{s t}=\overline{\mathbb{B}}_{s}^{*(-1)} * \overline{\mathbb{B}}_{t}$ is given by

$$
\overline{\mathbb{B}}_{t}=\left(B_{t}, \int_{0}^{t} B_{r} \otimes \circ \mathrm{od} B_{r}\right), \quad t \geqslant 0
$$

As discussed at the end of Section 11.3, with this definition $\overline{\mathbb{B}}_{t} \in H$ for all $t \in[0, T]$ as long as $B_{0}=0$.

### 11.6. CONTROLLED PATHS

We define

$$
S:=\{\mathbb{1}\} \sqcup\{1, \ldots, d\} \sqcup(\{1, \ldots, d\} \times\{1, \ldots, d\})
$$

and $\mathcal{T}$ as the linear span of $S$. Given $x \in G=\mathbb{R}^{d} \oplus\left(\mathbb{R}^{d} \otimes \mathbb{R}^{d}\right)$ we define $\Gamma_{x}: \mathcal{T} \rightarrow \mathcal{T}$ :

$$
\begin{gathered}
\Gamma_{x} \mathbb{1}:=\mathbb{1}, \quad \Gamma_{x} i:=i+\left(x^{1}\right)^{i} \mathbb{1} \\
\Gamma_{x}(i, j):=(i, j)+\left(x^{1}\right)^{i} j+\left(x^{2}\right)^{i j} \mathbb{1} .
\end{gathered}
$$

Then we have the formula for $x, y \in G$

$$
\begin{aligned}
\Gamma_{x} \circ \Gamma_{y} i & =i+\left(x^{1}\right)^{i} \mathbb{1}+\left(y^{1}\right)^{i} \mathbb{1}=i+\left(x^{1}+y^{1}\right)^{i} \mathbb{1}=\Gamma_{y * x} i \\
\Gamma_{x} \circ \Gamma_{y}(i, j) & =(i, j)+\left(x^{1}\right)^{i} j+\left(x^{2}\right)^{i j} \mathbb{1}+\left(y^{1}\right)^{i}\left(j+\left(x^{1}\right)^{j} \mathbb{1}\right)+\left(y^{2}\right)^{i j} \mathbb{1} \\
& =(i, j)+\left(x^{1}+y^{1}\right)^{i} j+\left(x^{2}+y^{2}+y^{1} \otimes x^{1}\right)^{i j} \mathbb{1}=\Gamma_{y * x}(i, j),
\end{aligned}
$$

namely

$$
\Gamma_{x} \circ \Gamma_{y}=\Gamma_{y * x}, \quad \forall x, y \in G,
$$

and therefore the map $G \ni x \mapsto \Gamma_{x} \in \operatorname{End}(\mathcal{T})$ is an anti-morphism of semigroups from $(G, *)$ to $(\operatorname{End}(\mathcal{T}), \circ)$. Since $\Gamma_{(0,0)}=\mathbb{1}$, we obtain

$$
\left(\Gamma_{x}\right)^{-1}=\Gamma_{x^{*(-1)}} .
$$

Given a $\alpha$-rough path $\left(\mathbb{X}_{s t}\right)_{s, t \in[0, T]}$ on $\mathbb{R}^{d}$, we set $\Gamma_{s t}: \mathcal{T} \rightarrow \mathcal{T}$ as $\Gamma_{\mathbb{X}_{t s}}$, namely

$$
\begin{gathered}
\Gamma_{s t} \mathbb{1}:=\mathbb{1}, \quad \Gamma_{s t} i:=i+\left(\mathbb{X}_{t s}^{1}\right)^{i} \mathbb{1} \\
\Gamma_{s t}(i, j):=(i, j)+\left(\mathbb{X}_{t s}^{1}\right)^{i} j+\left(\mathbb{X}_{t s}^{2}\right)^{i j} \mathbb{1} .
\end{gathered}
$$

Note the somewhat strange choice of $\mathbb{X}_{t s}$ instead of $\mathbb{X}_{s t}$ everywhere, which is due to the anti-morphism property. Then by the Chen relation (11.6)

$$
\Gamma_{s u} \circ \Gamma_{u t}=\Gamma_{\mathbb{X}_{u s}} \circ \Gamma_{\mathbb{X}_{t u}}=\Gamma_{\mathbb{X}_{t u} * \mathbb{X}_{u s}}=\Gamma_{\mathbb{X}_{t s}}=\Gamma_{s t}
$$

for all $s, u, t \in[0, T]$. In particular, by the above formula for the inverse of $\Gamma_{x}$,

$$
\left(\Gamma_{s t}\right)^{-1}=\Gamma_{t s},
$$

which shows the importance of defining $\mathbb{X}_{s t}$ for all $s, t \in[0, T]$ and not only for $s \leqslant t$ (see also below).

Let us consider a controlled path $\left(Z, Z^{1}\right) \in C^{\alpha}([0, T]) \times C^{\alpha}\left([0, T] ;\left(\mathbb{R}^{d}\right)^{*}\right)$, namely we suppose that

$$
\left|\delta Z_{s t}-Z_{s}^{1} \mathbb{X}_{s t}^{1}\right| \lesssim|t-s|^{2 \alpha}
$$

where according to the rule on contraction of tensors we have

We set $F:[0, T] \mapsto \mathcal{T}$

$$
Z_{s}^{1} \mathbb{X}_{s t}^{1}=\sum_{i=1}^{d}\left(Z_{s}^{1}\right)_{i}\left(\mathbb{X}_{s t}^{1}\right)^{i}
$$

$$
F_{t}:=Z_{t} \mathbb{1}+\sum_{i=1}^{d}\left(Z_{t}^{1}\right)_{i} i
$$

Now we can let the $\Gamma_{s t}$ operators act on $F$ :
so that

$$
\Gamma_{t s} F_{s}=Z_{s} \mathbb{1}+\sum_{i=1}^{d}\left(Z_{s}^{1}\right)_{i}\left(i+\left(\mathbb{X}_{s t}^{1}\right)^{i} \mathbb{1}\right)
$$

$$
F_{t}-\Gamma_{t s} F_{s}=\left(Z_{t}-Z_{s}-Z_{s}^{1} \mathbb{X}_{s t}^{1}\right) \mathbb{1}+\sum_{i=1}^{d}\left(Z_{t}^{1}-Z_{s}^{1}\right)_{i} i
$$

Now the coefficients of this expression satisfy

$$
\left|Z_{t}-Z_{s}-Z_{s}^{1} \mathbb{X}_{s t}^{1}\right| \lesssim|t-s|^{2 \alpha}, \quad\left|Z_{t}^{1}-Z_{s}^{1}\right| \lesssim|t-s|^{\alpha}
$$

Here we understand the reason for the "strange" definition of $\Gamma_{t s}$ in terms of $\mathbb{X}_{s t}$ instead of $\mathbb{X}_{t s}$ : this is the correct definition to obtain the correct expression in the first bound.

Viceversa, given

$$
F:[0, T] \rightarrow \mathcal{T}, \quad F_{t}=f_{t}^{\mathbb{1}} \mathbb{1}+\sum_{i=1}^{d}\left(f_{t}^{1}\right)_{i} i,
$$

and

$$
F_{t}-\Gamma_{t s} F_{s}=f_{t s}^{\mathbb{1}} \mathbb{1}+\sum_{i=1}^{d}\left(f_{t}^{1}-f_{s}^{1}\right)_{i} i
$$

the condition

$$
\left|f_{t s}^{\mathbb{1}}\right| \lesssim|t-s|^{2 \alpha}, \quad\left|f_{t}^{1}-f_{s}^{1}\right| \lesssim|t-s|^{\alpha}
$$

is equivalent to $\left(f, f^{1}\right)$ being a controlled path.
We can note that in this context it would be enough to define $\left(\Gamma_{s t}\right)_{s, t \in[0, T]}$ on the linear span of $\{\mathbb{1}, i: i=1, \ldots, d\}$, which is actually invariant under the action of $\left(\Gamma_{s t}\right)_{s, t \in[0, T]}$.

Let us now consider a controlled path $\left(Z, Z^{1}\right)$ and its integral $(I, Z)$ with respect to $\mathbb{X}$ as in chapter 9 . We can now define $U:[0, T] \mapsto \mathcal{T}$

$$
U_{t}:=I_{t} \mathbb{1}+\sum_{i=1}^{d}\left(Z_{t}\right)^{i} i+\sum_{i, j=1}^{d}\left(Z_{t}^{1}\right)^{i j}(i, j)
$$

and compute as for $F: \mathcal{T} \mapsto \mathcal{T}$ above

$$
\begin{aligned}
U_{t}-\Gamma_{t s} U_{s}= & \left(U_{t}-U_{s}-Z_{s} \mathbb{X}_{s t}^{1}-Z_{s}^{1} \mathbb{X}_{s t}^{2}\right) \mathbb{1} \\
& +\sum_{i=1}^{d}\left(Z_{t}-Z_{s}-Z_{s}^{1} \mathbb{X}_{s t}^{1}\right) i+\sum_{i, j=1}^{d}\left(Z_{t}^{1}-Z_{s}^{1}\right)^{i j}(i, j) .
\end{aligned}
$$

## ChAPTER 12

## New topics

- Regularization by noise
- Stochastic sewing lemma
- Machine learning (Rama Cont, rough neural)
- Unbounded rough drivers
- Equazioni riflesse
- Rough Gronwall
- BM in magnetic field
- Parte algebrica, alberi, prodotto tensore, rough equations
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