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Reflected Brownian Motion : Transient case

Let (Zt)t≥0 be a planar reflected Brownianmotion in R2
+ of covariance

matrix Σ , of drift µ and reflection matrix R . Thanks to [1], we can

establish the theorem :
Theorem : existence and transience

A such process Zt = z0 + Bt + µt + RLt exists if and only if

[r12 > 0 and r21 > 0] or [det(R) = r11r22 − r12r21 > 0].
Where

B is a Brownian motion of covariance Σ
L is a a Local Time : continuous non-decreasing process, that

increases only when the process touches the boundary.

Furthermore, the process is transient if and only if

r11µ1 − r21µ
−
2 > 0 or r12µ

−
1 − r22µ2 > 0.

Figure 1.Examples of transient cases.

In facts, there is two possibilites to go to infinity. For the rest of the

poster, we focus on the case (b) where µ1, µ2 > 0.

(a) Escape along an axis

(b)Both coordinates tend to

infinity

Laplace inverse and functional equation

Defintion : Green measures and Laplace transforms

Green measure inside G and its Laplace transform :

G(z0, A) := Ez0

[∫ ∞

0
1A(Zt)dt

]
, ϕ(w) := Ez0

[∫ ∞

0
ew·Ztdt

]
.

Green measures on sides Hi and its Laplace transforms : for

i ∈ {1, 2},

Hi(z0, A) = Ez0

[∫ ∞

0
1A(Zt)dLi

t

]
, ϕi(w) := Ez0

[∫ ∞

0
ew·ZtdLi

t

]
.

The Ito formula, a sign argue and methods of [3] and [2] give the :

Theorem : functional equation

For w = (x, y) ∈ C2 satisfying <(x) < 0 and <(y) < 0,
− γ(w)ϕ(w) = γ1(w)ϕ1(y) + γ2(w)ϕ2(x) + ew·z0 (1)

where γ(w) = 1
2w · Σw + w · µ, γ1(w) = R1 · w, γ2(w) = R2 · w.

By vanishing γ in (1) ϕ2 can be meromorphically extended on

C\[xmax, +∞[ (same for ϕ1, with ymax instead).

(a)Case r12, r21 < 0 (b)Case r12, r21 > 0

By Laplace inverse formula, if g denotes the density of G

according to the Lebesgue measure, we get : g(a, b) =

–

∫ −ε+i∞

−ε−i∞

∫ −ε+i∞

−ε−i∞

γ1(x, y)ϕ1(y) + γ2(x, y)ϕ2(x) + e−(x0x+y0y)

γ(x, y)
e−ax−by dxdy

(2iπ)2

= I1 + I2 + I3

Residue theorem : from double

integral to simple integral.

I1 = 1
2iπ

∫ −ε+i∞

−ε−i∞

γ2(x, Y +(x))ϕ2(x)
∂yγ(x, Y +(x))

e−ax−bY +(x)dx

(same for I2, I3).

Saddle point method

Now that we have a simple integral with an exponential, we use the

saddle point method.

Figure 4.Graphic representation of the Saddle point w(α).

Expected results

If there is no pole coming from the saddle point method,

g(r cos(α), r sin(α)) ∼
r→∞

c(α0)√
r

e−r〈w(α),eα〉.

If there is a pole,

g(r cos(α), r sin(α)) ∼
r→∞

de−r〈w̃(α),eα〉.

where eα = (cos(α), sin(α)).
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